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Abstract

Many complex systems are naturally described through graph theory and different kinds of systems described
as networks present certain important characteristics in common. One of these features is the so called scale-free
distribution for its node’s connectivity, which means that the degree distribution for the network’s nodes follows
a power law. Scale-free networks are usually refered to as small-world because the average distance between their
nodes do not scale linearly with the size of the network, but logarithmically. Here we present a mathematical
analysis on linguistics: the word frequency effect for different translations of the “Le Petit Prince” in different
languages. Comparison of word association networks with random networks makes evident the discrepancy
between the random Erdös-Rény model for graphs and real world networks.

Key words: Small-world, word frequency, Zipf’s law

Many objects of study in different interdisciplinary fields find a natural mathematical description as graphs.
A graph is simply an object formed by two different sets: a set of nodes and a set of edges connecting these nodes.
For many decades the mathematical study of graphs has been guided by the Erdös-Rény model for random graphs
Erdös, P. and Rényi, A. (1960). In this model a (random) graph is constructed from a set of N nodes by connecting

or not each one of the N(N−1)
2 pairs of nodes with a probability p. A random graph will, therefore, have on average
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pN(N−1)
2 links and the degree distribution of its nodes will follow a Poisson distribution. Another characteristic

of random graphs is the fact that its size (average node distance) scales linearly with the number of nodes in the
graph.

As graph theory started being applied to many real systems such as metabolic or protein networks, neural
networks, the Internet, social networks, food-chains, among many others Rives & Galitski (2003), Haykin (1994),
Pastor-Satorras et al. (2001), Crucitti et al. (2003), a discrepancy between these real-world graphs and the random
Erdös-Rény graphs became evident. The node’s degree distribution in real-world graphs do not follow a Poisson
distribution, instead they follow a power-law distribution and thus became known as scale-free. As a consequence,
the average distance between two nodes in such networks grows slowly with the the number of N nodes in the
network and this characteristic is known as small-world behavior Amaral et al. (2000).

It has been observed that the word frequency distribution in a language also follows a scale-free distribution
and many explanations for this phenomenon have been given. In linguistics, this observation is known as Zipf’s
law. It states that the proportion of words P (in a text, for example) with a given frequency k follows a power
law: P (k) ∼ k−γ where γ is generally a number between 2 and 3. This law shows that few words present very
high frequency and, conversely, many words present low frequency. A particular and appealing explanation for
this could be achieved via concepts from statistical mechanics where one tries to minimize an energy function
based on the balance between the efforts of the speaker and the listener which is defined by the word frequency
and ambiguity, as shown in Cancho & Solé (2003).

One traditional way to examine differences between languages is by variables such as frequency, morphological
complexity, evolution and cultural transmission. All these aspects can be related in a complex adaptive system
Beckner et al. (2009). In particular, the word frequency is a classical effect in cognitive psychology characterized
by its robustness: high frequency words are recognized quicker and remembered better Sternberg & Powell (1983).
Therefore, a large body of research has employed the word frequency as an approach of word difficulties Dufau
et al. (2011), Esteves et al. (2015), Moreno-Cid et al. (2015), Moret-Tatay & Perea (2011b,a), Navarro-Pardo
et al. (2013), Perea, Moret-Tatay & Carreiras (2011), Perea, Comesaña, Soares & Moret-Tatay (2012), Perea,
Gatt, Moret-Tatay & Fabri (2012), Perea, Moret-Tatay & Gómez (2011). According to Breland (1996), the logic
of this is that low frequency words are more difficult because they appear less often in print. Moreover, (van
Heuven et al. (2014)) proposed the Zipf-scale as a better standardized measure of word frequency. Given the
ease with which word counts can be collected at the present time, a useful tool on contrastive linguistics is a
lexical corpus of a language. In other words, a large collection of texts in the electronic form supplemented by
linguistic annotation that has become an important tool in linguistic studies. Not surprisingly, several databases
for Computing Statistics and Psycholinguistic in several languages have been developed for this objective Coltheart
(1981), Davis (2005). However, according to Perea et al. (2013), Yap et al. (2011), other variables might be involved
in word recognition, in particular in word frequency, such as the number of contexts in which a word appears.

In the present work we focus on the analysis of a single linguistic material (the Little Prince by Saint-Exupéry)
in several different languages. To this propose, we have studied statistical properties of the text and networks
(graphs) associated with this text. In the different languages we studied the word frequency distribution on one
hand and then we constructed different networks by word associations. For each network we built, we evaluated
its main properties, like its average clustering coefficient, nodes distances and its degree distribution. In the next

2



section we present the methodology we used and the mathematics behind our analyses, in the Results section
we describe our findings and in the Conclusions section we present the main aspects of our results and a brief
overview.

1 Methods

1.1 Materials

The Little Prince text was obtained from the Internet in eight different languages: Spanish, English, Dutch, Greek,
Basque, Italian, Portuguese and (of course) French.

In order to analyze the text, python scripts were written. The computer codes were run in a computer with a
i7 quadcore processor and 8Gb of RAM memory. The scripts first stored all text in the computer RAM memory.
Then, it used punctuation in order to slice the text in its sentences and then removed all punctuation and numerals
(0, 1, 2, ...) from the raw text. It then identified the different words as the strings left which were separated by
spaces. As an example, below one can see the first 300 characters from the French text:

Antoine de Saint-Exupéry

LE PETIT PRINCE

1943

PREMIER CHAPITRE

Lorsque j’avais six ans j’ai vu, une fois, une magnifique image, dans un livre sur la Forêt

Vierge qui s’appelait � Histoires Vécues �. Ça représentait un serpent boa qui avalait un fauve.

Voilà la copie du dessin. On disai

Through our scripts, the extract above becomes the list of words: antoine, de, saint, exupéry, le,

petit, prince, premier, chapitre, lorsque, j, avais, six, ans, j, ai, vu, une, fois, une, magnifique,

image, dans, un, livre, sur, la, forêt, vierge, qui, s, appelait, histoires, vecues, ça, représentait,

un, serpent, boa, qui, avalait, un, fauve, voilà, la, copie, du, dessin, on, disait.
Once the python script transforms the whole text in a raw list of words (15612 in the case of the French text),

it counts the number of different words (2600 in the French text) and counts also the number of times that each
single word is repeated in the text. For the construction of networks, we will link words based on their relative
distance in the text. For this, one needs to keep track of the sentences in which the text is divided and which
words appear in each sentence. So our script actually first creates a list of sentences, by slicing the text when it
finds a punctuation symbol, and after that a list of single words, by slicing the sentences in its blank spaces.

1.2 Analysis

The word frequency distribution P (k) is a function that, for each natural number k, tells how many words
appeared in the text k times. In the case of the French text, for example, 1516 different words appeared only
once (P (1) = 1516), one of these is the word “réjouir”, that appears in the whole text only once. On the other
hand, the word “et” was the fifth most frequent word, appearing 306 times (k = 306) and this is the only word
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that appeared this number of times, consequently P (306) = 1. The most frequent word was the article “le” that
appeared 465 times and is the only word appearing 465 times in the text (P (465) = 1).

Typically, for a text, many words appear only a few times, while a few words are repeated constantly along
the text. As a consequence, the function P (k) is a decreasing function. A mathematical function that often fits
P (k) in a text is the power-law distribution:

P (k) = Ak−γ , (1)

log (P (k)) = log(A)− γ log(k) (2)

where A is a proportionality constant that can be evaluated by the total number of words. The fact that
the frequency distribution follows a power-law (or scale-free) distribution is known as the Zipf law. Note from
equation (2) that, in a log-log plot, the distribution will follow a straight line.

For real texts, the tail (large values of k) of the P (k) distribution will be very noisy, because only a handful
of large values of k will be populated and then by a single word. In figure 1 we show the function P (k) (in
logarithmic scale) for the French text. One can clearly see the noise in the right tail.

Figure 1: Word frequency distribution for the French text with a noisy right tail.
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In order to fit the distribution avoiding the noisy tail, one can use the right-cumulative distribution:

Pc(k) =

∫ ∞
k

P (k′)dk′ =
A

γ − 1
k−(γ−1) (3)

log (Pc(k)) = log

(
A

γ − 1

)
− (γ − 1) log(k). (4)

In figure 2 one can see the distribution Pc(k) (in logarithmic scale) for the French text. This curve is much
smoother than the raw P (k) distribution and it is always decreasing.

Figure 2: Word frequency cumulative distribution for the French text.
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From equations (2) and (4) it is clear that the plot of log(P ) or log(Pc) versus log(k) will follow a straight line
if the distribution P (k) follows the power-law in equation (1). So fitting lines to the empirical data collected from
the texts, one can determine the parameters A and γ. The parameter A divided by γ− 1 is just the total number
of different words in a text. One can realize this by noticing that Pc(1) = #total of words.

Apart from measuring and fitting the word frequency distribution, we analyzed networks of words association
built from the texts. In order to build a network from the texts in each language, we set each word as a node and
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we built two different networks by following two different rules in order to set the links between words. In the
first network we define a link between two words if they appear side by side in at least one sentence in the text.
In the second network a link is defined between two words if there is a third word between the two in at least one
sentence in the text. In figure 3 we show examples of the two networks based on a single sentence in the text:
“My drawing was not a picture of a hat!”

Figure 3: Example of the two networks. Network 1 on the left and network 2 on the right.
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Network 1 Network 2

An important structure in order to analyze a graph is its adjacency matrix, this is a symmetric N ×N matrix,
where N is the number of nodes in the graph and the elements Mij are equal to one if there is a link between
nodes i and j and zero otherwise. From this matrix, one can directly obtain the degree (number of neighbors or

connections) for any given node in the graph: ki =
N∑
j=1

Mij .

The number of nodes (words) in each network constructed from the texts maybe less than the total number of
different words in each whole text because we remove non-connected components (sets of nodes from which it is
not possible the reach a bigger set of nodes following the links within the set) from the graphs. For each network
we performed three analyzes: we fitted a power-law to its degree distribution, we calculated the average clustering
coefficient and the average distance between two nodes.

The fitting of a power-law follows the same steps done in order to fit word frequencies (but now looking at
degree for each node in the network). The clustering coefficient of a node is given by Ravasz & Barabasi (2003):

Ci =
2Ei

ki(ki − 1)
(5)

where ki is the degree of node i and Ei is the number of connections between the neighbors of node i. The average
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clustering C̄ of a network can now be calculated straightforward as the average value of the Ci’s for all nodes in
the network.

The distance between two nodes is defined as the minimum number of links one has to go through in order to
travel from one node to the other. The average distance between every one of the N(N−1)

2 different pairs of nodes
in each network was calculated using Dijkstra’s algorithm Dijkstra (1959) via the PyNetMet package Gamermann
et al. (2014). The average of the distances between every pair is the network’s average distance d̄.

We compared the average clustering and average distance in every network with results from random networks.
For this purpose, for each network, we built an ensemble with twenty random networks with the same number of
nodes and the same number of links, but with random topology. The input for a network is its adjacency matrix
M . So, for building a random network we use the following algorithm:

(1) Start with an N ×N matrix where all its elements are zero. (One has here N nodes and zero links (` = 0)
between them.

(2) While the number of links (`) is less than the desired number of links in the network, repeat:

(2.1) Chose two different integer random numbers (i and j) between 1 and N .

(2.2) If Mij is zero, change Mij and Mji to one and increase in one unit the number of links (`→ `+ 1).

(3) Check if any node (i) has been left unconnected. If so, randomly choose a node (j) to connect it (i) to and
randomly break an existing connection of node j.

(4) Repeat step (3) until no node is left unconnected.

Steps (3) and (4) are actually optional, but throughout our calculations, we have chosen to work with fully
connected graphs. This algorithm returns a randomly generated adjacency matrix representing a connected
network with a predefined number of nodes and links.

Using this algorithm, for each network obtained from a text, we generate an ensemble of twenty random
networks with the same number of nodes and links. For each random network in the ensemble the average
clustering and average distance is calculated and then the average inside each ensemble is evaluated.

2 Results

In figure 4 the distributions for all the eight languages in log-log scale are supper-posed showing the tendency
they have to follow a straight line. In figure 5 the distribution for each individual language is shown with the best
line fitted using the least squares method. In the title of each plot one finds the equation fitted.

In table 1 we show the values of γ, A
γ−1 , total number of words and the χ2

dof for the best fit for each language.

The value for χ2 (minimized by the least square method) is calculated as:

χ2 =

kmax∑
k=1

(log(Pc(k))− log(Pcobs,k))2

εk
(6)
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Figure 4: Cumulative word frequency distribution for all texts.
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where Pcobs,k is the observed value for the right-cumulative distribution of words at frequency k, εk is the error
associated to log(Pcobs,k) and the sum is made for all k’s for which Pobs,k is different from zero 1. Since Pcobs,k is
an absolute frequency, the error associated to it is its square-root and, therefore, one evaluates the logarithmic2

error εk = 1
ln(10)

√
Pcobs,k

.

The results for the networks analysis can be found in tables 2 and 3. In figure 6 we show, for the Network 1
constructed from the Portuguese text, its degree distribution, the best fitted line to it and the degree distribution
for a random network with the same number of nodes and links (N = 2424 and ` = 6175). From this figure, one
can clearly see the difference between the distribution obtained from a “real” network (power-law distribution)
and the one obtained from a completely random network (Poisson distribution). In a power-law distribution there
is a sensible probability of observing nodes with a higher (much bigger than average) degree, while in a Poisson
distribution this probability drops to zero very fast.

1Note that Pcobs,k is the right cumulative distribution so, if Pobs,k is zero for a given value of k, Pcobs,k will be a constant for all
k′s after this, until reaching a new k where Pobs,k is not zero, and therefore, these points would not bring any new information to the
analysis.

2In all our equations log is the base 10 logarithm and ln is the natural (base e) logarithm.
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Figure 5: Cumulative word frequency distribution for all texts with the best line fitted.
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Figure 6: Degree distribution for the Network 1 obtained from the Portuguese text compared with a random
network.
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Table 1: Summary of the fits.

Language # words A
γ−1 γ χ2

dof

SPANISH 2801 2348.87 2.08 0.078
ENGLISH 2098 2124.43 1.94 0.041
DUTCH 2375 2176.89 2.00 0.040
BASQUE 3226 3059.09 2.22 0.016
GREEK 2951 2474.48 2.04 0.063

ITALIAN 2689 2306.35 2.06 0.045
PORTUGUESE 2607 2315.10 2.07 0.031

FRENCH 2600 2116.17 1.95 0.112

The properties calculated for the two types of networks (1 and 2) are very similar, but they differ significantly
from the properties calculated for random networks. The average node distance in the random networks are, on
average, around two units bigger than in the language networks and they present a much smaller standard deviation
in the case of random networks. The second interesting difference between random and language networks is the
average clustering coefficient, which is very close to zero in the case of random networks. In language networks,
words tend to form clusters because of the language structure (they will share either context, grammatical or
semantic function, ...) and this feature is reflected in the clustering coefficient calculated from eq. (5).

3 Conclusions

Here we present a mathematical analysis on linguistics: the word frequency effect for different translations of the
same book (“Le Petit Prince”) in eight different languages. The interest of these studies is that the occurrence
of words in sentences reflects the language’s organization. Apart from the word frequency distribution, we also
performed analyzes of different networks built based on word associations in the text and compared these to
random networks.

As expected, word frequency presented a scaling law. The results suggest small differences on language volume
for the same material. In particular, the γ parameter varied slightly across the different languages. Moreover,
our study shows how different languages tend to slightly differ in formal aspects. Comparison of word association
networks with random networks makes evident the discrepancy between the random Erdös-Rény model for graphs
and real world networks. A real network follows a specific design principle and therefore its nodes are connected
in an organized way. This becomes evident from the clustering coefficient of the networks which have a high value
for networks 1 and 2, but is very close to zero for the random networks. Another interesting difference between
the real and random networks is the observation of the small-world effect in real networks: its average node’s
distance is much smaller than in random networks.

Finally, one can conclude that these results show how different languages tend to slightly differ in formal aspects
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Table 2: Network 1 parameters for the different languages. N is the number of nodes and ` is the number of
links, γ is the parameter obtained fitting a power-law to the degree distribution for the nodes, C̄ is the average
clustering, d̄ is the average nodes distances. The parameters with a subscript R refer to the the averages in the
random networks and the uncertainties shown are the standard deviations for the calculated averages (in the
case C̄R and d̄R, it is the standard deviation within the ensemble and not the average standard deviation within
networks).

Language N ` γ C̄ d̄ C̄R d̄R
SPANISH 2705 6912 2.223 0.203 ± 0.343 3.240 ± 0.416 0.002 ± 0.000 4.988 ± 0.015
ENGLISH 1950 6770 2.260 0.248 ± 0.358 3.026 ± 0.379 0.004 ± 0.001 4.123 ± 0.006
DUTCH 2236 7048 2.201 0.294 ± 0.440 3.156 ± 0.413 0.003 ± 0.001 4.388 ± 0.006
BASQUE 3100 7017 2.481 0.069 ± 0.219 3.915 ± 0.657 0.001 ± 0.000 5.408 ± 0.021
GREEK 2745 6990 2.273 0.210 ± 0.349 3.287 ± 0.494 0.002 ± 0.000 5.005 ± 0.013

ITALIAN 2559 6566 2.258 0.153 ± 0.302 3.363 ± 0.446 0.002 ± 0.000 4.946 ± 0.014
PORTUGUESE 2311 5786 2.240 0.198 ± 0.365 3.292 ± 0.442 0.002 ± 0.000 4.945 ± 0.020

FRENCH 2230 6004 2.327 0.207 ± 0.362 3.231 ± 0.391 0.002 ± 0.001 4.737 ± 0.017

when the context is controlled. In particular, these results are of interest to other applied fields. Bear in mind
that, in recent decades, the cognitive psychology has paid particular interest to examining factors influencing the
recognition of printed words, i.e., frequency, familiarity, word length, age of acquisition among others, according to
Andrews (2006). There remain some empirical underlying questions, regarding the question of measuring the word
frequency for different languages, from printed manuals to even subtitles. Even if more research is needed here,
the comparison between these sources is beyond the scope of this study. Here, we offer a comparison employing
different translations of the same printed material in different languages. That allows us to compare differences
of word frequency in the same context. Regarding this topic, Perea et al. (2013), Yap et al. (2011) stated that
other variables must have a role on frequency, such as the number of contexts in which a word appears. That
correspond with the nature of our results. Furthermore, some researchers (van Heuven et al. (2014)) proposed the
Zipf-scale as a better standardized measure of word frequency, giving also examples of printed words with various
Zipf values. The authors also claimed that an alternative Zipf scale presented in their work is better suited for
research in word recognition. Here, we follow the same logic. Thus, these results might offer some insights in to
the role of the word frequency effect for print words, but more research in this field is necessary.
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Table 3: Network 2 parameters for the different languages. N is the number of nodes and ` is the number of
links, γ is the parameter obtained fitting a power-law to the degree distribution for the nodes, C̄ is the average
clustering, d̄ is the average nodes distances. The parameters with a subscript R refer to the the averages in the
random networks and the uncertainties shown are the standard deviations for the calculated averages (in the
case C̄R and d̄R, it is the standard deviation within the ensemble and not the average standard deviation within
networks).

Language N ` γ C̄ d̄ C̄R d̄R
SPANISH 2682 6418 2.233 0.262 ± 0.518 3.413 ± 0.644 0.002 ± 0.001 5.164 ± 0.017
ENGLISH 1927 6499 2.277 0.332 ± 0.513 3.129 ± 0.506 0.003 ± 0.000 4.167 ± 0.009
DUTCH 2218 6577 2.213 0.370 ± 0.611 3.145 ± 0.560 0.003 ± 0.001 4.515 ± 0.010
BASQUE 3035 6064 2.439 0.157 ± 0.416 3.792 ± 0.948 0.001 ± 0.000 5.784 ± 0.024
GREEK 2703 6266 2.321 0.221 ± 0.481 3.438 ± 0.803 0.002 ± 0.000 5.250 ± 0.018

ITALIAN 2537 6203 2.283 0.163 ± 0.367 3.478 ± 0.654 0.002 ± 0.001 5.068 ± 0.019
PORTUGUESE 2260 5064 2.285 0.232 ± 0.476 3.425 ± 0.792 0.002 ± 0.000 5.230 ± 0.016

FRENCH 2191 5290 2.298 0.202 ± 0.447 3.366 ± 0.712 0.002 ± 0.001 5.007 ± 0.015
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Abstract

Dendrograms are a way to represent relationships between organisms. Nowadays, these

are inferred based on the comparison of genes or protein sequences by taking into account

their differences and similarities. The genetic material of choice for the sequence alignments

(all the genes or sets of genes) results in distinct inferred dendrograms. In this work, we

evaluate differences between dendrograms reconstructed with different methodologies and

for different sets of organisms chosen at random from a much larger set. A statistical analy-

sis is performed to estimate fluctuations between the results obtained from the different

methodologies that allows us to validate a systematic approach, based on the comparison

of the organisms’ metabolic networks for inferring dendrograms. This has the advantage

that it allows the comparison of organisms very far away in the evolutionary tree even if they

have no known ortholog gene in common. Our results show that dendrograms built using

information from metabolic networks are similar to the standard sequence-based dendro-

grams and can be a complement to them.

Introduction

Dendrograms are a way to represent relationships among entities, such as species, proteins,

coding genes, exons, etc In our case, for a given dendrogram we will consider two types of

nodes: leaves (a node connected with another single node) represent species, either current or

extincted, and the rest of nodes (connected with more than one node) represent a common

ancestor of the nodes hanging from it.

These dendrograms can only be inferred based on data of currently living species or, in a

few cases, using fossil records. Currently, the most common methodology to construct (infer)
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such dendrograms is to infer the distance of two organisms to their common ancestor based

on the comparison (alignment and scoring) of their genetic sequences.

Alignments between sequences are not unique, as the scoring of the alignments can differ.

As a consequence, different dendrograms will be reconstructed for the same set of organisms

when applying different methodologies (e.g. distance matrix, maximum parsimony, maximum

likelihood, Bayesian inference,. . .) in the reconstruction. Even the same methodology may

result in different dendrograms depending on the material used to study, e.g. a single gene, a

set of genes, amino acid sequences or whole genomes. Therefore, it is important to obtain a

dendrogram and compare it to others. In other words, measurements to compare several den-

drograms and their fluctuations are relevant. An accepted such metric is the Robinson-Foulds

[1] also known as the symmetric difference metric on dendrograms, which evaluates the cost

needed to modify one dendrogram to obtain the other. For further information, see also [2–4].

Closely related species share many genes in common, while distant species share very few

traits. Traditionally, phylogenetic relationships among distant species have been computed

using the small subunit ribosomal RNA (16S) sequences in the comparisons [5]. Some works

have used other conserved sequences, such as a subset of genes [6] or a combination of these

[7]. In the last years it has been increasingly feasible to perform these studies using whole

genome alignments [8–12]. Studies have underlined the importance of considering only sets of

genes [13], but they have been mixed about the usefulness of filtering the genome sequences

that are compared [14]. Thus, which is the perfect set of sequences, if any, to obtain a dendro-

gram that includes very distant species is still a matter of debate [7].

Recently, a new approach based on the comparison of metabolic networks was proposed to

infer the distance between two organisms [15]. Metabolic networks are graphs where every

metabolite in an organism’s metabolome represents a node and pairs of nodes are connected

whenever a chemical reaction in the organism’s metabolism connects the two metabolites as

substrate-product. Metabolic networks’ properties have been extensively studied [16] and

present many characteristics in common (e.g. approximate scale-free distribution of their

node’s degrees, high clustering coefficient, small-world structure), which indicate a common

internal organization of the studied metabolisms.

A metabolic network is reconstructed using the information of all enzymes contained in an

organism. Therefore, it contains the information of a large subset of this organism’s genome.

Moreover, even organisms far away in the evolutionary tree will share important pathways;

also, many metabolites (nodes) are ubiquitous and will be present in all species. This explains

that differences and similarities can always be established between two given metabolisms. In

fact, is has been published that the comparison of metabolic networks represents a valuable

tool to infer phylogenetic relationships [15, 17, 18].

In this work, we systematically construct and compare dendrograms built from different

sets of organisms using different genes, proteins or networks. We present evidences that den-

drograms reconstructed using only information from metabolic networks are comparable to

more traditional gene-based dendrograms in terms of accuracy and comprehensiveness.

The work is organized as follows: In the Materials and Methods section, we explain in detail

how we obtained and processed our data to reconstruct the dendrograms, how the sequence

alignments were performed and the scoring systems and methods we used to obtain the dis-

tance matrices and, lastly, how to evaluate the distances among dendrograms. We also explain

the graph-theoretical aspects used in the network comparison, how the “network” dendro-

grams were constructed and how the dendrograms’ differences were evaluated. In the Results
and Discussion section we explain the statistical analysis performed and discuss our results.

We also included an appendix with mathematical details on how the Pagerank algorithm is
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used to determine the relative importance of every metabolite in an organism based on their

connections to the rest of the metabolic network.

Materials and methods

Dataset used to build the dendrograms

We retrieved from the KEGG database [19] a large set of organisms’ genes, and we identified

those associated with enzymes. For each enzyme in a given organism, we identified all the

chemical reactions associated with that enzyme, such that, for each organism we were able to

build a list of all identified chemical reactions potentially present in its metabolism. Moreover,

for each gene we obtained their corresponding nucleic acid and amino acid sequences. Details

on the procedures used to obtain information from KEGG can be found in [20].

Separately, for each prokaryotic organism in our dataset, we searched the NCBI database

for its 16S rRNA subunit sequence using an automatized script including the terms Genus
species[Orgn] AND 16S ribosomal RNA[Titl] NOT partial sequence
[Titl], where Genus species was the binomial nomenclature of each organism in the

dataset obtained from KEGG. In this way, only complete sequences were considered and par-

tial ones discarded.

Our original data set built with KEGG’s information comprised 4803 organisms. From

these, the metabolic networks of 3972 organisms were completed, whereby NCBI searches

retrieved 16S rRNA subunit sequences for 1537 of them. The intersection of all these sets

resulted in a dataset with 1506 prokaryote organisms for which we had complete information,

i.e. we had all sequences for their enzymes, the complete list of chemical reactions and 16S

rRNA nucleotide sequences.

Definition and construction of dendrograms

Our analysis is based on three categories of dendrograms, referred to as gene-based dendro-
grams, network dendrograms, and random dendrograms. Gene-based dendrograms are those

constructed with sequence alignments. We compute three different gene-based dendrograms,

the difference between them coming from the sequence (or sequences) used in the alignments:

either a large set of proteins (amino acid sequences); a single protein from this set; or the 16S

rRNA subunit nucleic-acid sequences. Metabolic network dendrograms are those constructed

via comparison of metabolic networks reconstructed from the list of chemical reactions that is

obtained from the annotation of the organism’s genome. Finally, random dendrograms are

constructed by linking the organisms in a set at random.

Given a set of N organisms the first step in our proposed dendrogram reconstruction is the

evaluation of a symmetric N × N distance matrix (D), where each element element Dij is a mea-

sure of the distance between organism i and j. The evaluation of this matrix follows different

methodologies that are described in the following subsections. Here we explain the reconstruc-

tion of the dendrogram once the D matrix is calculated, following the same procedure as in

[15].

The matrix D can be viewed as a complete weighted graph G = (V, E, w). The set of nodes V
stands for all the organisms in the dataset. Each pair of different organisms are linked by an

edge in E. A non-negative function w : E! Rþ
0

associates a weight to each edge, according

to the distance between the organisms connected by that edge. Once this weighted graph is gen-

erated, we apply Kruskal algorithm to obtain a minimum spanning tree. A spanning tree is an

acyclic and connected subgraph G0 = (V0E0, w0) of G such that V0 = V and E0 � E. The edges in

E0 have the same weights as the corresponding ones in E. Among all the spanning trees of a

Large scale evaluation of network-based and pairwise sequence-alignment-based methods
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given graph G, a minimum spanning tree is a spanning tree such that the sum of the weights

associated to their edges is minimum respect to all the admissible spanning trees of G. Further

information on trees and graphs can be found in [21]. From this minimum spanning tree a den-
drogram is obtained that represents the relationships among the given set of N organisms. The

lengths of the branches in the dendrogram are proportional to the distances in the matrix D.

Gene-based dendrogram construction

Gene-based dendrograms are based on pairwise alignment of nucleotides or amino acid

sequences, i.e. the matrix distance D for the organisms present in a set is evaluated from the

result obtained from sequence alignments done using the Needleman-Wunsch algorithm [22]

with affine gap penalty. The algorithm inserts gaps in the sequences to create the alignment

that maximizes some score S. In the scoring of an alignment the opening of a gap subtracts 10

points from S and every extension of the gap subtracts 0.5 points. In the nucleotide alignments

every match of nucleotides adds 5 points and a mismatch subtracts 4 points, while for the

alignment of amino acid sequences, different standard matrices are used (BLOSUM and

PAM). Given the alignment score S we define the parameter P as:

P ¼ 1 �
S
M

ð1Þ

were M is the maximum score possible (the score which would be obtained with no mis-

matches and no gaps in the alignment). The smaller P is, the closer the two sequences are. Typ-

ically, P is a value between 0 and 1 but, for very bad alignments, a P larger than 1 is possible,

meaning that gaps and mismatches in the alignment subtracted more points than matches

added.

In the comparison of two organisms 1� i, j� N, if each organism has only one sequence to

be compared, the distance Dij between both of them is just the result for P in (1) obtained from

the alignment of this sequence. If one or both organisms in a comparison have more than one

sequence corresponding to the same gene we match each sequence from the organism with

the least number of sequences to its best alignment with sequences from the other organism.

Then, we set the distance Dij as the average �P for the values of P obtained from each possible

alignment.

Three different gene-based dendrograms were constructed for each set of organisms, called

DRIBO, DENZS and D1ENZ:

• DRIBO is a dendrogram constructed using the rRNA sequences for the 16S ribosomal

subunit.

• DENZS is a dendrogram constructed using the amino acid sequences of all proteins associ-

ated to all EC numbers common to all organisms in a set. (The average number of common

EC numbers among all organisms in a set, for the organisms sets we worked with, was

40.15 ± 20.73.)

• D1ENZ is a dendrogram constructed using the amino acid sequences associated to a single

EC number taken at random from all EC numbers common to all the organisms in the set.

Network dendrogram construction

For the construction of dendrograms based on networks, the matrix distance D is obtained

from the comparison of the metabolic networks of each pair of organisms in the set following

[15]. In this previous work, a parameter (z) is defined as the result of the comparison of two

Large scale evaluation of network-based and pairwise sequence-alignment-based methods
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networks. This parameter depends on weighted averages over different sets of metabolites

(common or not to each pair of organisms), where the weights of the metabolites are evaluated

according to their connectivity degree. In present work, we will test an array of parameters,

including this z, to establish the one that produces dendrograms that are closer to the ones pro-

duced by the other methodologies.

Given two arbitrary organisms 1� i, j� N, we consider the metabolic networks of each

one of these organisms as weighted graphs. In these graphs, nodes stand for metabolites and

edges between a pair of nodes indicate the presence of a chemical reaction in the correspond-

ing organism’s metabolism linking the two metabolites as substrate and product.

A successful approach to measure the importance of a node in a network can be obtained

using the Pagerank algorithm [23]. This was inspired by the eigenvalue problem on sciento-

metrics and successfully used in the former versions of the Google browser and afterwards,

Pagerank has been extensively used in network theory for different purposes. For instance, in

computational biology it has been used to determine which are the key species in a food web

that can cause the collapse of the entire system [24] or to improve outcome prediction for can-

cer patients [25]. In our work, Pagerank is used to assign weights to the edges of the graph that

results of the union of the metabolic networks of all organisms in a set. For further details,

please refer to the S1 File.

From the metabolic network of organisms i and j, let us define the sets of edges Aij, Bij and

Cij, where Aij is the set of edges present in organism i but not in j, Bij is the set of edges present

in organism j but not in i, and Cij is the set of edges present simultaneously in both networks

of organisms i and j.
Given these three sets, Aij, Bij, and Cij let us define the following parameters:

aij ¼
X

l�Aij

wl ð2Þ

bij ¼
X

l�Bij

wl ð3Þ

gij ¼
X

l�Cij

wl ð4Þ

where the sums are made for the weights wl, given by the Pagerank, of all edges l in each set.

Details of the evaluation of weights are discussed in the S1 File. Defined as such, the parame-

ters αij and βij represent measures of the differences between the networks i and j in respect to

each other, while the parameter γij is a measurement of the similarity between them (Fig 1).

Different network dendrograms were constructed for each set of organisms, based on dif-

ferent choices of parameters for the distance matrix D:

• DS1 is obtained when the distance matrix is given by Dij = |ni − nj| where ni is the number of

nodes in each network.

• DS2 is obtained if Dij = |ei − ej|, where ei is the number of links in each network.

• DNET1 is obtained if Dij ¼
ntot
gij

, where ntot is the number of common metabolites in networks

i and j.

• DNET2 is obtained if Dij = αij + βij, where αij and βij are defined in (2) and (3).

• DNET3 is obtained if Dij ¼
aijþbij
gij

, where αij, βij and γij are defined in (2)–(4).
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• DNET4 is obtained if Dij = zij, with zij calculated varying the procedure presented in [15]. In

[15], parameters α, β and γ were evaluated following the same principles as in present work,

but the sums in (2)–(4) were made over nodes and not over links and the weights of the

nodes were related to their connectivity. Finally, the parameter zij is the equivalent to the

parameter used in DNET3 above, but using nodes and not links in the evaluation.

Note that DS1 and DS2 are two different ways of comparing the difference in size of two

given networks, while the other dendrograms in this list take into account different measure-

ments of the importance of the links and/or nodes which are either common to both networks

or particular to only one of them. Additionally to these dendrograms, we also consider den-

drograms build linking the different species at random, termed RAND in Table 1 and

DRAND in Tables 2 and 3 and Figs 2 and 3. These random dendrograms are produced by gen-

erating a symmetrical distance matrix whose elements are uniformly distributed random

numbers.

Dendrogram comparisons

Since different methods have been proposed for generating dendrograms from the same set of

organisms, a measure is needed to compare them. Robinson-Foulds metric, introduced in [1],

allows to measure similarity among two dendrograms. This metric has been widely used since

it is not limited to binary trees and is based on counting elementary operations which

Fig 1. Network dendrogram construction parameters. Schematic representation of A, B and C sets and their parameters of the

network dendrogram construction.

https://doi.org/10.1371/journal.pone.0221631.g001
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transform one dendrogram into another. The lower the difference between two dendrograms

is, the more similar the two dendrograms are. A more detailed description can be found in the

S1 File. Several algorithms have been described to efficiently compute this metric [2, 3], but in

this work we have considered the implementation in the Python library DendroPy [26].

Two ensembles were constructed by randomly choosing organisms from the 1506 organ-

isms set for which there was complete information. The first ensemble contains 10 sets of

organisms, each set containing 20 organisms. The second ensemble contains 10 sets of 30

organisms. S2 File contains the organisms in each set in each ensemble. In the additional files,

each organism is identified by its KEGG code (usually a 3 letter code).

Table 1. Comparison of DENZS dendrograms built using different scoring matrices for the first ensemble (10 sets of 20 organisms in each set).

DENDROGRAMS BLO 55 BLO 62 BLO 90 PAM 60 PAM 120 PAM 250 RAND

BLO 45 0.055 ± 0.025 0.524 ± 0.038 1.219 ± 0.071 2.082 ± 0.137 1.146 ± 0.104 0.462 ± 0.113 15.237 ± 0.463

BLO 55 0.516 ± 0.036 1.210 ± 0.068 2.064 ± 0.136 1.135 ± 0.108 0.480 ± 0.114 15.246 ± 0.462

BLO 62 0.721 ± 0.062 1.581 ± 0.123 0.662 ± 0.098 0.805 ± 0.133 15.733 ± 0.493

BLO 90 0.897 ± 0.080 0.305 ± 0.075 1.479 ± 0.152 16.383 ± 0.536

PAM 60 1.021 ± 0.084 2.344 ± 0.183 17.213 ± 0.596

PAM 120 1.368 ± 0.150 16.318 ± 0.554

PAM 250 15.088 ± 0.480

RAND

https://doi.org/10.1371/journal.pone.0221631.t001

Table 2. Comparison of different gene-based and network dendrograms for the first ensemble (10 sets of 20 organisms in each set).

DENDROGRAMS D1ENZ DRIBO DS1 DS2 DNET1 DNET2 DNET3 DNET4 DRAND

DENZS 3.796 ± 1.471 4.631 ± 1.706 13.062 ± 0.402 13.036 ± 0.380 5.345 ± 1.348 5.612 ± 1.076 8.432 ± 1.345 7.189 ± 1.427 15.156 ± 0.417

D1ENZ 4.918 ± 1.964 12.022 ± 1.742 11.999 ± 1.872 5.687 ± 1.991 5.698 ± 1.642 7.936 ± 2.592 6.782 ± 1.888 14.200 ± 1.933

DRIBO 9.883 ± 1.430 9.848 ± 1.493 4.910 ± 0.678 5.497 ± 0.874 5.931 ± 1.612 5.504 ± 1.110 12.091 ± 1.532

DS1 3.147 ± 1.209 9.673 ± 1.901 9.987 ± 1.878 6.762 ± 1.771 8.455 ± 1.494 9.150 ± 0.480

DS2 9.614 ± 1.753 9.902 ± 1.365 6.656 ± 1.682 8.362 ± 1.408 9.148 ± 0.423

DNET1 3.968 ± 0.513 3.929 ± 0.635 4.361 ± 1.307 12.254 ± 1.293

DNET2 5.982 ± 1.165 5.379 ± 0.963 12.728 ± 1.127

DNET3 3.953 ± 0.888 9.938 ± 1.085

DNET4 11.050 ± 1.109

https://doi.org/10.1371/journal.pone.0221631.t002

Table 3. Comparison of different gene-based and network dendrograms for the second ensemble (10 sets of 30 organisms in each set).

DENDROGRAMS D1ENZ DRIBO DS1 DS2 DNET1 DNET2 DNET3 DNET4 DRAND

DENZS 4.482 ± 1.040 6.635 ± 1.524 18.157 ± 0.709 18.202 ± 0.747 7.925 ± 2.445 8.458 ± 0.700 12.380 ± 1.701 10.129 ± 1.827 22.456 ± 0.835

D1ENZ 6.625 ± 1.752 17.028 ± 2.314 17.028 ± 2.379 8.333 ± 2.739 8.735 ± 0.874 11.728 ± 2.983 9.750 ± 2.659 21.295 ± 2.334

DRIBO 14.118 ± 1.629 14.140 ± 1.641 7.532 ± 1.480 8.392 ± 1.509 8.859 ± 2.307 7.123 ± 1.825 18.479 ± 1.452

DS1 5.046 ± 1.076 13.342 ± 2.805 15.033 ± 1.702 8.645 ± 1.449 11.584 ± 1.408 12.970 ± 0.897

DS2 13.328 ± 2.625 15.078 ± 1.717 8.700 ± 1.317 11.622 ± 1.253 13.028 ± 0.917

DNET1 6.347 ± 2.633 6.035 ± 1.762 5.976 ± 1.099 18.153 ± 2.231

DNET2 9.536 ± 2.679 8.036 ± 2.136 19.841 ± 1.785

DNET3 5.391 ± 1.401 14.121 ± 0.940

DNET4 16.337 ± 0.933

https://doi.org/10.1371/journal.pone.0221631.t003
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The procedure adopted is the following: given an ensemble, for each organisms’ set in the

ensemble, the different distance matrices are calculated and gene-based and network dendro-

grams are constructed. So, for each set, 9 distance matrices (3 gene-based and 6 based on

networks) are evaluated and the corresponding 9 dendrograms are constructed. Each dendro-

gram is compared to the rest of dendrograms using the Robinson-Foulds metric, totaling 36

comparisons (as there are 36 possible combinations of 9 elements two by two). This is repeated

for each set in the ensemble and the resulting comparisons are averaged over all sets.

Note that the distance parameter in each methodology has arbitrary units. For comparing

the dendrograms, we rescale the distances in the dendrograms such that the biggest distance is

always 1. Also note that distances do not have a direct correspondence to any real unit, only

the relative distance has a meaning. Therefore, a rescaling of the numbers in a dendrogram

should not result in any bias in the comparisons.

Fig 4 illustrates the workflow adopted: we have picked at random the sets of organisms to

build up both ensembles, then we have compared their sequences and we have built dendro-

grams using Kruskal algorithm. Then we have compared the different dendrograms using

Robinson-Foulds metric.

Results and discussion

We have worked with two ensembles of organism information, all constructed by randomly

selecting these from the 1506 organisms dataset for which we had complete information

Fig 2. Cluster of dendrograms built with different methodologies for the first ensemble of organisms. Ward’s minimum

variance method was used for the agglomerative hierarchical clustering using Euclidean distances. P-values are shown in green for

approximately unbiased (AU) and in red for bootstrap probability (BP).

https://doi.org/10.1371/journal.pone.0221631.g002
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(sequence information of the enzymes and their 16S rRNA and the complete list of chemical

reactions, see the aforementioned dataset subsection). The first ensemble contained ten organ-

isms sets with twenty organisms in each set while the second ensemble contained ten organ-

isms sets with thirty organisms in each set.

Fig 3. Cluster of dendrograms built with different methodologies for the second ensemble of organisms. Ward’s

minimum variance method was used for the agglomerative hierarchical clustering using Euclidean distances. P-values are

shown in green for approximately unbiased (AU) and in red for bootstrap probability (BP).

https://doi.org/10.1371/journal.pone.0221631.g003

Fig 4. Workflow for evaluating and comparing dendrograms. A) We first obtain dendrogram for a given organism set. B) We

compare the difference between dendrograms for many sets. Bacteria cartoons from https://pixabay.com/.

https://doi.org/10.1371/journal.pone.0221631.g004
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For each set in a given ensemble, we constructed 3 gene-sequence-based dendrograms

(denoted by DRIBO that includes information of 16S rRNA, DENZS that includes information

of all the enzymes in common among the species of the dendrogram and D1ENZ that includes

information of one randomly-chosen enzyme in common among the species of the dendro-

gram), 6 network-based dendrograms (denoted by DS1 that includes information of the

nodes, DS2 that includes information of the links and DNET1, DNET2, DNET3 and DNET4

that include information of the metabolic network) and 100 random dendrograms (DRAND).

Then we compared each dendrogram with the rest by calculating the symmetric differences

among them, i.e. the Robinson-Foulds metric. We evaluated the average and standard devia-

tion for every pair of dendrograms for each organisms set in each ensemble, so that all compar-

isons were covered.

We were interested in comparing dendrograms built using very different types of informa-

tion. For this, we have used the randomly-generated dendrograms (DRAND) as the worst-case

example to which dissimilarity was expected to be maximal and have used a set of examples of

different dendrograms that use the same information as the best-case examples among which

dissimilarity was expected to be minimal. We have used DRIBO as a common standard for

sequence alignment as 16S rRNA is universally present, rarely subjected to horizontal gene

transfer and have broad coverage of taxa between domain and species. D1ENZ and DENZS

have been used considered as examples of enzyme sequence data use, while DS1 and DS2 as

examples of use of network properties. Finally, DNET1, DNET2, DNET3 and DNET4 have

been considered as examples of use of metabolic network data).

We wanted to compare our dendrograms built with enzyme sequences information with

well-known distances of amino acid substitutions. Thus, we compared the DENZS, a dendro-

gram constructed using amino acids sequences from all enzymes common to the organisms

considered, built using different scoring matrices, such as BLOSUM and PAM matrices. BLO-

SUM matrices are amino acids substitution matrices based on observed alignments [27]. BLO-

SUM45 is used for distantly-related proteins and BLOSUM62 for midrange-related proteins.

On the other hand, PAM amino acids substitution matrices’ observations are extrapolated

from comparisons of closely related proteins, as they look for point accepted mutations (PAM)

[28]. These consist on the replacement of a single amino acid in the protein sequence with

another single amino acid. For instance, PAM250 matrix was calculated based on 1572

observed mutations in 71 families of proteins with alignments that were more than 85% identi-

cal [29]. Unsurprisingly, Table 1 shows small distances between DENZS dendrograms built

with different substitution matrices and, thus, the resulting dendrograms are very similar. This

is due to the fact that PAM and BLOSUM matrices have equivalences, for instance, PAM250

retrieves very similar results as BLOSUM45 [29] and, thus, dendrograms built with equivalent

substitution matrices will be similar. From this diversity of DENZS dendrograms, we chose to

use for the following comparison only the DENZS built with the BLOSUM55 matrix.

The results of the dissimilarity averages are in Tables 1–3 with the standard deviation

depicted as uncertainty. The smaller the value in an element in one of these tables is, the more

similar the corresponding dendrograms are. In S3 File, we provide all 9 dendrograms obtained

for each set of each ensemble.

In order to visualize the comparison of results, dendrograms were built from the tables

using pvclust R package [30] using Ward.D2 clustering method and Euclidean distance on the

Robinson-Foulds values for each dendrogram pair. Two different methods of significance are

shown: approximately unbiased p-value (AU, in green) and bootstrap probability value (BP, in

red). AU p-value is computed by multiscale bootstrap resampling and is generally a better

approximation to unbiased p-value than BP value that is computed by normal bootstrap

resampling [30].
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Results for the first ensemble with ten sets of twenty organisms each (Table 2 and Fig 2)

were similar to the ones for the second ensemble with ten sets of thirty organisms each

(Table 3 and Fig 3). In Tables 2 and 3, DRAND dendrograms can be seen to have the greatest

dissimilarity values to the rest of the dendrograms, leaving the smallest values to dendrograms

built using similar type of information. This can be seen in Figs 2 and 3, where DS1 and DS2,

D1ENZ and DENZS and the different DNETs, cluster together. DRIBO, constructed using

16S rRNA sequences and used as our common standard, clusters with DNET1 and DNET2 on

the first ensemble and with DNET2 in the second ensemble. In fact, in the second ensemble

DNET2 cluster with DRIBO before clustering with the rest of the DNETs dendrograms. In

both ensembles dendrograms built using metabolic network (DNET1, DNET2, DNET3 and

DNET4) and enzymes (D1ENZ and DENZS) information are closer to DRIBO than dendro-

grams built using information on number of nodes (DS1) or links (DS2) or randomly built

(DRAND). In fact, in both ensembles DRAND, DS1 and DS2 are an outgroup of the

sequence-based and metabolic network dendrograms (Figs 2 and 3).

The proximity of DNETs dendrograms to DRIBO and their distance to DRAND supports

our claim that the use of metabolic network information can complement the established den-

drograms built using sequence data. DNETs dendrograms are closer than D1ENZ and DENZS

to DRIBO in one ensemble, but not in the other. Thus, our results show that gene sequence-

and metabolic-network-based dendrograms are equally distant from the 16S rRNA standard

DRIBO. Also, expectedly, values in Tables 2 and 3 are higher than in Table 1 where the only dif-

ference in the construction of the dendrograms was the scoring matrices used in the alignments.

Conclusions

Building dendrograms is an approximation to capture distances and relationships among dif-

ferent species. Present work targets the potential of using the species’ metabolic topologies to

find distances as a complementary method to pair-wise sequence comparison of enzymes. The

results of the two ensembles suggest that, in some cases, network comparison might be even

better than amino acid sequence alignment of enzymes to infer relationships between organ-

isms. On the other hand, considering networks’ size as a distance between organisms is a very

poor way to capture the relationship among organisms, as can be seen with the results for den-

drograms DS1 (number of nodes in the network) and DS2 (number of links), that are closer to

DRAND than to gene-based dendrograms.

The last decade has provided researchers with loads of sequences from a wide variety of

organisms, promoting the development of new tools and the renewal of old ones. Hereby, we

have shown the possibility to incorporate topological information in these studies, as well as to

compare dendrograms built with very different methodologies and to study their ability to

capture the relationship among species comparing them with the alignment of the 16S subunit

of ribosomal RNA. This shows the potential of network studies to explain and complement

sequence alignment methodologies and contributes to build methodologies in which distances

and relationships among species may be calculated considering very different sources of infor-

mation, such as a recent work where metabolic networks and evolution have been shown to

give very interesting insights into one another [31].

Supporting information

S1 File. The Pagerank algorithm. A brief explanation of the Pagerank algorithm used in pres-

ent work.

(PDF)
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S2 File. Ensembles of organisms. The file ensembles.txt contains the organisms

(referred to by their KEGG code) in each set in each ensemble used in this work.

(TXT)

S3 File. Dendrograms of each ensemble. The file trees.txt contains all dendrograms

generated for each set in each ensemble in newick format.

(TXT)
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Outcome Prediction for Cancer Patients by Network-Based Ranking of Marker Genes. PLoS Comput

Biol. 2012; 8(5):e1002511. https://doi.org/10.1371/journal.pcbi.1002511 PMID: 22615549

26. Sukumaran J, Holder MT. DendroPy: a Python library for phylogenetic computing. Bioinformatics.

2010; 26(12):1569–1571. https://doi.org/10.1093/bioinformatics/btq228 PMID: 20421198

27. Henikoff S, Henikoff JG. Amino acid substitution matrices from protein blocks. Proc Natl Acad Sci USA.

1992; 89(22):10915–10919. https://doi.org/10.1073/pnas.89.22.10915 PMID: 1438297

28. Dayhoff MO, Schwartz RM. Chapter 22: A model of evolutionary change in proteins. In: in Atlas of Pro-

tein Sequence and Structure; 1978.

29. Pearson WR. In: Selecting the Right Similarity-Scoring Matrix. John Wiley & Sons, Inc.; 2002. Available

from: http://dx.doi.org/10.1002/0471250953.bi0305s43.

30. Suzuki R, Shimodaira H. Pvclust: an R package for assessing the uncertainty in hierarchical clustering.

Bioinformatics. 2006; 22(12):1540–1542. https://doi.org/10.1093/bioinformatics/btl117 PMID:

16595560

31. Plata G, Henry CS, Vitkup D. Long-term phenotypic evolution of bacteria. Nature. 2015; 517(7534):369–

372. https://doi.org/10.1038/nature13827 PMID: 25363780

Large scale evaluation of network-based and pairwise sequence-alignment-based methods

PLOS ONE | https://doi.org/10.1371/journal.pone.0221631 September 5, 2019 13 / 13

https://doi.org/10.1007/978-1-61779-582-4_8
https://doi.org/10.1186/s12864-017-3734-2
http://www.ncbi.nlm.nih.gov/pubmed/28589863
https://doi.org/10.1038/s41598-017-15484-5
https://doi.org/10.1038/s41598-017-15484-5
http://www.ncbi.nlm.nih.gov/pubmed/29123238
https://doi.org/10.1038/nature02053
http://www.ncbi.nlm.nih.gov/pubmed/14574403
https://doi.org/10.1016/j.tig.2006.02.003
http://www.ncbi.nlm.nih.gov/pubmed/16490279
https://doi.org/10.1089/cmb.2013.0150
http://www.ncbi.nlm.nih.gov/pubmed/24611553
https://doi.org/10.1038/35036627
http://www.ncbi.nlm.nih.gov/pubmed/11034217
https://doi.org/10.1093/bioinformatics/btl307
http://www.ncbi.nlm.nih.gov/pubmed/17237077
https://doi.org/10.1007/s12038-015-9562-0
http://www.ncbi.nlm.nih.gov/pubmed/26564980
https://doi.org/10.1093/nar/28.1.27
http://www.ncbi.nlm.nih.gov/pubmed/10592173
https://doi.org/10.1089/cmb.2012.0183
https://doi.org/10.1089/cmb.2012.0183
http://www.ncbi.nlm.nih.gov/pubmed/23210477
https://doi.org/10.1016/0022-2836(70)90057-4
https://doi.org/10.1016/0022-2836(70)90057-4
http://www.ncbi.nlm.nih.gov/pubmed/5420325
http://dx.doi.org/10.1016/S0169-7552(98)00110-X
https://doi.org/10.1371/journal.pcbi.1000494
http://www.ncbi.nlm.nih.gov/pubmed/19730676
https://doi.org/10.1371/journal.pcbi.1002511
http://www.ncbi.nlm.nih.gov/pubmed/22615549
https://doi.org/10.1093/bioinformatics/btq228
http://www.ncbi.nlm.nih.gov/pubmed/20421198
https://doi.org/10.1073/pnas.89.22.10915
http://www.ncbi.nlm.nih.gov/pubmed/1438297
http://dx.doi.org/10.1002/0471250953.bi0305s43
https://doi.org/10.1093/bioinformatics/btl117
http://www.ncbi.nlm.nih.gov/pubmed/16595560
https://doi.org/10.1038/nature13827
http://www.ncbi.nlm.nih.gov/pubmed/25363780
https://doi.org/10.1371/journal.pone.0221631


J Eng Math (2010) 67:165–174
DOI 10.1007/s10665-009-9335-6

An analysis of the temperature field of the workpiece in dry
continuous grinding

J. L. González–Santander · J. Pérez ·
P. Fernández de Córdoba · J. M. Isidro

Received: 3 March 2008 / Accepted: 15 September 2009 / Published online: 6 October 2009
© The Author(s) 2009. This article is published with open access at Springerlink.com

Abstract The recent model for heat transfer during intermittent grinding described in Skuratov, Ratis, Selezneva,
Pérez, Fernández de Córdoba and Urchueguía (Appl Math Model 31:1039–1047, 2007) is considered. This model
is particularized to the case of continuous dry grinding, where an alternative solution is obtained in the steady
state. This alternative solution is analytically equivalent to the well-known formula of Jaeger (Proc R Soc NSW
76:204–224, 1942) for the steady–state temperature field created by an infinite moving source of heat and proves
to be very useful for evaluating the maximum point of the temperature.

Keywords Dirac delta representation · Dry grinding process · Jaeger’s formula

1 Introduction

Two relevant contributions on mathematical modelling of the grinding problem [1,2] use coupled systems of two-
dimensional partial differential equations to calculate the evolution of the temperature fields in the wheel, the
workpiece and the grinding fluid. These models are nonlinear in that they allow for temperature-dependent contact
heat source and heat-exchanger coefficients. These works extend an improved model allowing heat-flux variation
along the grinding zone [3]. Recently, a simplified mathematical model was proposed in terms of a two-dimensional
boundary-value problem where the interdependence among the grinding wheel, the workpiece and the coolant was
described by two-variable functions in the boundary condition [4]. An analytical expression for the evolution of the
workpiece temperature field during intermittent wet grinding was given. The heat partitioning to other heat sinks
[5] is then fully decoupled. A numerical analysis of this solution was presented in [6]. In the present paper, we
show that the solution of the mathematical problem [4] for the particular case of dry continuous grinding and in the
steady-state is given by an expression that is analytically equivalent to the well-known integral formula of Jaeger
[7]. The proof of the equivalence of both expressions (3.6) and (4.8), is derived from the uniqueness of the solution
of the problem (see Sect. 5.2)

Our setup is depicted in Fig. 1. The workpiece moves at a constant speed vd and is assumed to be infinite along
Ox and Oz, and semiinfinte along Oy. The plane y = 0 is the surface being ground. The contact area between
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Fig. 1 Grinding setup

O
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vd

wheel

the wheel and the workpiece is an infinitely long strip of width ε located parallel to the Oz-axis and on the plane
y = 0. Both the wheel and the workpiece are assumed rigid. Although our equations below allow for the case of
wet and intermittent grinding, we will mostly consider the case of dry and continuous grinding.

This paper is organized as follows. Section 2 presents the differential equations governing our problem which
are extracted from [4]. Section 3 gives a brief summary of the steady-state solution to the these equations following
[7]. The time-dependent thermal field is derived in Sect. 4 and analyzed in detail in Sect. 5. Emphasis is laid on
determining the maximum of the temperature for the workpiece that takes place in the steady-state. Our conclusions
are summarized in Sect. 6.

2 Problem formulation

Our problem is modelled by the heat equation in the presence of a convective term [4]

∂t T (t, x, y) = k
[
∂xx T (t, x, y)+ ∂yy T (t, x, y)

] − vd∂x T (t, x, y), (2.1)

subject to the initial condition

T (0, x, y) = 0, (2.2)

and to the boundary condition

k0∂y T (t, x, 0) = b(t, x)T (t, x, 0)+ d(t, x), (2.3)

where −∞ < x < ∞ and t ≥ 0, y ≥ 0. Above, b(t, x) is the heat exchange coefficient between the workpiece
and the grinding wheel, and d(t, x) is the heat generated by friction between the two. Under the assumption of dry
grinding, the workpiece is thermally insulated, and b(t, x) = 0. In this case we have that d(t, x) equals the heat
flux φ between the wheel and the workpiece. Now the heat flux φ across the plane y = 0 is

φ = ρc(k∇T + T vd) · n, (2.4)

where n is the unit normal to the plane y = 0, pointing in the direction of y > 0. Since vd · n = 0 we have

φ = ρck
∂T

∂y

∣
∣∣∣
y=0

. (2.5)
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3 The steady-state solution

We will first review the steady-state solution to (2.1)–(2.3) as given in [7]. In the absence of lubrication fluid, the
workpiece is assumed to be thermally isolated form the environment, so we can set

b(t, x) = 0. (3.1)

Moreover, in the case of continuous grinding, we may assume that the physical contact between the wheel and the
workpiece extends over an interval x ∈ (0, ε), friction being zero outside. This can be modeled as

d(t, x ′) = −Qs H(x ′)H(ε − x ′), (3.2)

where Qs is the frictional heat-generation source term into the workpiece and H(x) is a step function. For the
details of parameter Qs see references [6,8]. That is, the heat flux due to friction is localized exactly on the contact
area (an infinitely long strip of width ε) between the wheel and the workpiece. This solution is constructed from
the expression for the Green function corresponding to (2.1) when vd = 0. For a point source of heat power Q p

located at (x ′, y′, z′), this function is given by

T (t, x, y, z; x ′, y′, z′) = Q p

8(πkt)3/2
exp

{
− 1

4kt

[
(x − x ′)2 + (y − y′)2 + (z − z′)2

]}
. (3.3)

The superposition principle is applied to (3.3). This is first done for vd = 0. The temperature field T (x, y)
corresponding to an infinite linear source along the z-axis on the plane y = 0 can be obtained by superposition
of point sources such as (3.3). Then the motion of the source along the Ox-axis, with a speed vd , is modeled by
changing coordinates to a moving reference frame. In the stationary state, when t → ∞, one finds that an infinitely
long, infinitely thin linear source causes a temperature field within the medium given by

T (x, y) = Ql

2πρck
exp

(
−vd x

2k

)
K0

(∣∣
∣
vd

2k

∣∣
∣
√

x2 + y2

)
, (3.4)

where Ql is the heat power of the infinite linear source and K0(x) is the modified Bessel function of order zero
[9, Sect. 9.6].

Further, applying the superposition principle to (3.4), one obtains the temperature field created by an infinitely
long source of finite width ε moving exactly as above. If the band releases heat at a rate Qs , then the steady-state
temperature field is found to be given by

T (x, y)infinite = Qs

πρcvd

−vd (x−ε)/2k∫

−vd x/2k

eu K0

(√
u2 +

(vd y

2k

))
du. (3.5)

Equation 3.5 gives the steady-state temperature field created by an infinitely long flat band of width ε located on
the plane y = 0 along the z-axis, within an infinite medium along the axis Oy. This implies that the temperature
field (3.5) does not solve the boundary-value problem (2.1)–(2.3). In order to obtain the temperature field created by
grinding a semi-infinite workpiece (above called medium) in contact with a grinding wheel (above called source),
without lubrication, we multiply the temperature field (3.5) by a factor of 2:

T (x, y)semi-infinite = 2T (x, y)infinite = 2Qs

πρcvd

−vd (x−ε)/2k∫

−vd x/2k

eu K0

(√

u2 +
(vd y

2k

)2
)

du. (3.6)

Now (3.6) does solve the boundary-value problem (2.1 )–(2.3) along with (3.1)–(3.2). We can verify that the
thermal flux across y = 0, Eq. 2.5, indeed is nonzero only on the contact area. In order to compute the thermal flux
corresponding to (3.6), we first introduce the dimensionless variables X := vd x/2k and Y := vd y/2k. We can also
extend the integral (3.6) to the whole line if we include the appropriate Heaviside functions H(u):

T (X,Y )semi-infinite = 2Qs

πρcvd

∞∫

−∞
H (X − u) H (u − X +�) e−u K0

(√
u2 + Y 2

)
du, (3.7)
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where � = vdε/2k. This allows one to compute the derivative at y = 0 if one uses the representation of the Dirac
δ-function given in (5.13), to be derived in Sect. 5.3. We find

φ(x, y = 0) = −Qs H(x)H(ε − x), (3.8)

as expected.

4 The time-dependent solution

For the time-dependent solution to (2.1)–(2.3) we refer to [4]; what follows is a brief summary thereof. We apply
a number of integral transformations on the variables x, y, t ; this will turn the differential equation (2.1) into an
algebraic equation that can be readily solved. Transforming back into the original variables will yield the solution.
Since t ≥ 0 and y ≥ 0, the natural transformation to apply on them will be Laplace’s. On the other hand, x varies
on the whole real line R, so it will be Fourier-transformed. Details can be found in [4]. The result is

T (t, x, y) = 1

4π

t∫

0

exp
(
− y2

4ks

)

s

⎛

⎝
∞∫

−∞
exp

[
− (x

′ − x − vds)2

4ks

]

×
[(

y

2ks
− b(t − s, x ′)

k0

)
T (t − s, x ′, 0)− d(t − s, x ′)

k0

]
dx ′

⎞

⎠ ds. (4.1)

Equation 4.1 solves the boundary-value problem (2.1–2.3) along with (3.1, 3.2) exactly. If the workpiece had an
initial temperature T0, then T0 is to be added as a constant to the above.

Equation 4.1 splits into two summands,

T (t, x, y) = T (0)(t, x, y)+ T (1)(t, x, y), (4.2)

where

T (0)(t, x, y) = − 1

4πk0

t∫

0

exp
(
− y2

4ks

)

s

⎛

⎝
∞∫

−∞
d(t − s, x ′) exp

[
− (x

′ − x − vds)2

4ks

]
dx ′

⎞

⎠ ds, (4.3)

and

T (1)(t, x, y) = 1

4π

t∫

0

exp
(
− y2

4ks

)

s

⎛

⎝
∞∫

−∞
T (t − s, x ′, 0)

×
[

y

2ks
− b(t − s, x ′)

k0

]
exp

[
− (x

′ − x − vds)2

4ks

]
dx ′

⎞

⎠ ds. (4.4)

Neither T (0) nor T (1) separately is a solution to the boundary-value problem (2.1)–(2.3), but their sum is.
For convenience we will use the notations

T (x, y) = lim
t→∞ T (t, x, y), (4.5)

T (0)(x, y) = lim
t→∞ T (0)(t, x, y), (4.6)

T (1)(x, y) = lim
t→∞ T (1)(t, x, y) (4.7)

for the temperature field in the steady state, so (4.2) simplifies to

T (x, y) = T (0)(x, y)+ T (1)(x, y). (4.8)
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5 Analysis of the solution

Following [10, http://hdl.handle.net/10251/4769, Chap.5], next we analyze the solution (4.2)–(4.4). As compared
with that found in Sect. 4, the solution (4.2)–(4.4) is more general: it is valid in the transient regime, when t is finite;
it also allows for wet and/or pulsed grinding. However, for comparison purposes with the solution of Sect. 4, we
will make some simplifying assumptions.

5.1 Continuous dry grinding in the steady state

The simplifying assumptions (3.1) and (3.2) reduce (4.3) and (4.4) to

T (0)(t, x, y) = Qs

4πk0

t∫

0

exp
(
− y2

4ks

)

s

⎛

⎝
ε∫

0

exp

[
− y2 + (x ′ − x − vds)2

4ks

]
dx ′

⎞

⎠ ds, (5.1)

and

T (1)(t, x, y) = y

8πk

t∫

0

exp
(
− y2

4ks

)

s2

⎛

⎝
∞∫

−∞
T (t − s, x ′, 0) exp

[
− y2 + (x ′ − x − vds)2

4ks

]
dx ′

⎞

⎠ ds. (5.2)

It will be useful to re-express (5.1) as

T (0)(t, x, y) = Qs

4πk0

t∫

0

exp
(
− y2

4ks

)

s
F(x, s) ds, (5.3)

with

F(x, s) =
ε∫

0

exp

(
− (x

′ − x − vds)2

4ks

)
dx ′. (5.4)

In the steady state, some manipulations reduce (5.3) to

T (0)(x, y) = Qs

πρcvd

−vd (x−ε)/2k∫

−vd x/2k

eu K0

(√

u2 +
(vd y

2k

)2
)

du, (5.5)

or, equivalently, to

T (0)(x, y) = Qs

4k0
√
π

∞∫

0

exp

(
− y2

σ 2

)[
erf

( x

σ
+ vdσ

4k

)
− erf

(
x − ε

σ
+ vdσ

4k

)]
dσ. (5.6)

Equation 5.5 is useful in showing the complete agreement with the solution (3.5) for a workpiece stretching along
the whole axis Oy. Incidentally, this shows again that (3.5) cannot be an exact solution to the boundary-value
problem (2.1)–(2.3), because the term T (1)(x, y) does not vanish identically.

Concerning T (1)(t, x, y), we can rewrite (5.2) as

T (1)(t, x, y) = y

8πk

t∫

0

exp
(
− y2

4ks

)

s2 G(x, t, s) ds, (5.7)

with

G(x, t, s) =
∞∫

−∞
T (t − s, x ′, 0) exp

(
− (x

′ − x − vds)2

4ks

)
dx ′. (5.8)
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Passing again to the steady state, one may reduce (5.7) to

T (1)(x, y) = yv2
d

8πk2

∞∫

−∞
T (x ′, 0) exp

(
vd(x ′ − x)

2k

)
K1

( |vd |
2k

√
y2 + (x − x ′)2

)
2k/|vd |

√
y2 + (x − x ′)2

dx ′. (5.9)

In the dimensionless variables X ′ = vd x ′/2k, X = |vd |x/2k and Y = |vd |y/2k one finds

T (1)(X,Y ) = Y

2π

∞∫

−∞
T (X ′, 0) eX ′−X

K1

(√
Y 2 + (X ′ − X)2

)

√
Y 2 + (X ′ − X)2

dX ′. (5.10)

The above integral contains the kernel function

N (X − X ′,Y ) := Y
K1

(√
Y 2 + (X ′ − X)2

)

√
Y 2 + (X ′ − X)2

. (5.11)

Below we prove that this kernel behaves like a Dirac δ-function on the workpiece surface,

lim
Y→0+ N (X − X ′,Y ) = πδ(X − X ′), (5.12)

as one approaches y = 0 from above. Equivalently we can write (5.12) as

lim
y→0±

y

π

K1

(√
y2 + u2

)

√
y2 + u2

= ±δ(u). (5.13)

Then by (5.12) in (5.10) we find

T (1)(X, 0) = lim
Y→0+

1

2π

∫ ∞

−∞
T (X ′, 0) eX ′−X N (X − X ′,Y )dX ′

= 1

2

∫ ∞

−∞
T (X ′, 0) eX ′−Xδ(X − X ′)dX ′ = 1

2
T (X, 0). (5.14)

This is an important result: the surface temperature T (X, 0) is twice the value of T (1)(X, 0),

T (X, 0) = 2T (1)(X, 0). (5.15)

Substitution in (4.8) leads to another important conclusion:

T (0)(X, 0) = T (1)(X, 0). (5.16)

5.2 Uniqueness of the solution

We can generalize our result (5.16) if we impose further assumptions. In the case of continuous dry grinding, and
in the steady state, the boundary-value problem posed in Sect. 2 has a unique solution.1 By the method of Sect. 3,
in the steady state our equation reads

∇2T (x, y) = 0, (5.17)

subject to the boundary conditions

k0∂y T (x, 0) = −Qs H(x)H(ε − x), lim
x→±∞ T (x, 0) = 0. (5.18)

Now non-constant harmonic functions can only attain their extrema on the boundary of their domain [11, Chap. X,
Sect. 1], and a standard argument establishes that the solution is unique. We conclude that, under the assumption
of continuous dry grinding, the steady-state solutions of Sects. 3 and 4 must be equal:

T (x, y)semi-infinite = 2T (0)(x, y). (5.19)

This is stronger than our previous result (5.16), at the cost of imposing the additional assumption that
limx→±∞ T (x, 0) = 0, which was not required to derive (5.16).

1 Of course, the solution may also be unique under more general assumptions than continuous dry grinding in the steady state, but here
we are interested in this case only.
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5.3 Proof of (5.12)

In (5.11) we have, for X ′ 	= X ,

lim
Y→0+ N (X − X ′,Y ) = 0. (5.20)

However, when X = X ′, we have

lim
Y→0+ N (0,Y ) = lim

Y→0+ K1(|Y |) = ∞, (5.21)

because of the singularity of the Bessel function K1 at the origin. This behavior is reminiscent of the Dirac δ-
function. It remains to compute the integral of the kernel function (5.11) and to prove that it is finite, in order to
conclude that N is indeed a multiple of the Dirac δ-function. Let us therefore consider the integral

IN := lim
Y→0+

∞∫

−∞
N (X − X ′,Y )dX ′. (5.22)

Performing the change of variables χ = X ′ − X and remembering that the integrand is even, we can write

IN = 2 lim
Y→0+ Y

∞∫

0

K1

(√
Y 2 + χ2

)

√
Y 2 + χ2

dχ. (5.23)

Now the substitution u = √
Y 2 + χ2 leads to

IN = 2 lim
Y→0+ Y

∞∫

Y

K1(u)√
u2 − Y 2

du. (5.24)

Finally, setting u = Y cosh z, we find

IN = 2 lim
Y→0+ Y

∞∫

0

K1(Y cosh z)dz. (5.25)

A useful expression for K1 reads [12, Eq. 5.7.11]

K1(x) = 1

x
+ 1

2

∞∑

k=0

(x/2)2k+1

k!(k + 1)!
[
2 log

( x

2

)
− ψ(k + 1)− ψ(k + n + 1)

]
, (5.26)

where ψ(x) = �′(x)/�(x) is the logarithmic derivative of the Euler Gamma function. Hence

lim
Y→0+ x K1(λx) = 1

λ
. (5.27)

Substitution of (5.27) in (5.25) gives

IN = 2

∞∫

0

dz

cosh z
. (5.28)

This integral is readily evaluated by applying the change of variables ζ = tanh z, with the result that

IN = π, (5.29)

and (5.12) follows immediately.
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5.4 The maximal temperature as a function of time

We claim that the maximal temperature as a function of the time is attained in the steady state. In order to prove it
we observe that, since the integrand of (5.3) is positive and Qs > 0, the integral (5.3) is a monotonically increasing
function of the time. We have

T (0)(t, x, y) < T (0)(x, y), ∀t ∈ (0,∞), (5.30)

and the maximum value of T (0) is attained in the steady state. Analogous arguments apply to (5.7), so

T (1)(t, x, y) < T (1)(x, y), ∀t ∈ (0,∞), (5.31)

and again the maximum value of T (1) is reached in the steady state. Altogether, Eqs. 5.30 and 5.31 imply that

T (t, x, y) < T (x, y), ∀t ∈ (0,∞), (5.32)

with T (t, x, y) being a monotonically increasing function of the time. Hence the maximum temperature, as a
function of time, is reached in the steady-state, as claimed.

5.5 The maximal temperature as a function of space

By the maximum principle for harmonic functions [11, Chap X, Sect. 1], the maximal temperature must be reached
on the boundary, y = 0 in our case. Let us analyze the maximum of the function T (x, 0). By (5.15), (5.16) and
(5.19) we need to compute the derivative ∂T (0)(x, 0)/∂x . This can be done with the help of (5.6):

∂T (0)(x, 0)

∂x
= Qs

2πk0

∞∫

0

{

exp

[
−

( x

σ
+ vdσ

4k

)2
]

− exp

[

−
(

x − ε

σ
+ vdσ

4k

)2
]}

dσ

σ
(5.33)

where the derivative of the error function has been used. To further manipulate (5.33) let us consider the function

R(χ) :=
∫ ∞

0
exp

[
−

(χ
σ

+ vdσ

4k

)2
]

dσ

σ
. (5.34)

The change of variables h = (vdσ/4k)2 reduces (5.34) to

R(χ) = 1

2
exp

(
−vdχ

2k

) ∞∫

0

exp

(
− z2

4h
− h

)
dh

h
, z :=

∣∣∣
vdχ

2k

∣∣∣ , (5.35)

and this can be expressed in terms of the Bessel function K0 as [12, Eq. 5.10.25]

R(χ) = exp
(
−vdχ

2k

)
K0

(∣∣∣
vdχ

2k

∣∣∣
)
. (5.36)

Therefore

∂T (0)(x, 0)

∂x
= Qs

2πk0
[R(x)− R(x − ε)] . (5.37)

Since limx→0 K0(x) = ∞, we have

lim
x→0

∂T (0)(x, 0)

∂x
= ∞, lim

x→ε

∂T (0)(x, 0)

∂x
= −∞, (5.38)

and we can limit our search for the zeroes of ∂T (0)(x, 0)/∂x to the interval (0, ε). A detailed analysis, supplemented
with Bolzano’s theorem, establishes the following. When vd > 0, there exists a unique value c+ ∈ (0, ε) at which
T (0)(x, 0) attains a maximum. When vd < 0, there also exists a unique value c− ∈ (0, ε) at which T (0)(x, 0) attains
a maximum. Moreover, the fact that the error function is odd implies that c− = ε − c+.
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Table 1 Input data for
numerical simulations

ε (m) 2.663×10−3

vd (m s−1) 0.53

Qs (W m−2) 5.89 × 107

k0 (W m−1 K−1) 13

k (m2 s−1) 4.23 × 10−6

T0 (K) 300

Fig. 2 T0 + 2T (0)(x, y) for
(x, y) ∈ (−ε, ε)× (0, ε/10)

5.6 Numerical example

Very fast and simple numerical algorithms have been implemented in MATLAB to compute the maximum of
the workpiece temperature in the steady-state, see Appendix E of reference [10, http://hdl.handle.net/10251/4769,
Chap.5] for further details. These algorithms are based on formulas (5.5), (5.19) and (5.37) presented before. Assum-
ing that the workpiece is a VT20 titanium alloy and using the values of the parameters tabulated in Table 1, see
references [4,6], we show that the maximum point c+ = 0.0072 εm and that the maximum value of the temperature,
reached on the workpiece surface, Tmax = T0 +2T (0)(c+, 0) = 1042.23 K. These values agree with the temperature
field shown in Fig. 2.

6 Conclusions

Our first conclusion is the equality between the (apparently different) solutions for the temperature field given in the
literature (and summarized here in Sects. 3 and 4). Beyond summarizing the existing approaches to the boundary-
value problem (2.1)–(2.3), we have presented a detailed analysis of its exact solution in the case of dry grinding. For
this purpose, a new representation of the Dirac delta distribution has been developed, involving a modified Bessel
function; this new representation of the Dirac delta has not been tabulated in the literature yet.

From an applied point of view, the computation of the maximum temperature is the principal goal. According to
this, it has been proved that this maximum is reached in the stationary state within the contact zone on the workpiece
surface. It is shown that the numerical computation of this maximum is quite simple from the approach given in the
Samara–Valencia model.

The maximal surface temperature, and also the maximal temperature as a function of the time, have been com-
puted theoretically and numerically.
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Our analysis can be generalized to the case of wet grinding [13] again considering the assumption of constant
heat-transfer coefficient on the workpiece surface. One can expect the results concerning the maximal temperature
to be quantitatively different from those of dry grinding. We expect to report on these issues soon.
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Abstract: A classification methodology based on an experimental study is proposed towards a fast
pre-diagnosis of attention deficit. Our sample consisted of school-aged children between 8 and 12 years
from Valencia, Spain. The study was based on the response time (RT) to visual stimuli in computerized
tasks. The process of answering consecutive questions usually follows an ex-Gaussian distribution of
the RTs. Specifically, we seek to propose a simple automatic classification scheme of children based
on the most recent evidence of the relationship between RTs and ADHD. Specifically, the prevalence
percentage and reported evidence for RTs in relation to ADHD or to attention deficit symptoms
were taken as reference in our study. We explain step by step how to go from the computer-based
experiments and through the data analysis. Our desired aim is to provide a methodology to determine
quickly those children who behave differently from the mean child in terms of response times and
thus are potential candidates to be diagnosed for ADHD or any another cognitive disorder related
to attention deficit. This is highly desirable as there is an urgent need for objective instruments to
diagnose attention deficit symptomatology. Most of the methodologies available nowadays lead to
an overdiagnosis of ADHD and are not based on direct measurement but on interviews of people
related to the child such as parents or teachers. Although the ultimate diagnosis must be made by
a psychologist, the selection provided by a methodology like ours could allow them to focus on
assessing a smaller number of candidates which would help save time and other resources.

Keywords: attention deficit hyperactivity disorder (ADHD); reaction time; ex-Gaussian analysis

1. Introduction

Among cognitive disorders, attention deficit hyperactivity disorder (ADHD) common in children
and can be present until an adult age in about 30–50% of cases [1,2]. It usually comes with problems
paying attention, hyperactivity and impulsive behavior [3]. There are other elements associated with
ADHD such as behavior problems, low academic performance, rejection, non-compliance with others,
with others, and lack of social skills [4,5]. These educational and psychosocial consequences that come
with ADHD and have long-term impact can be alleviated with early assessment and treatment [6].
An estimate of the world prevalence percentage of ADHD is 5–7% in school-aged children (American
Psychiatric Association, 2013).
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The process of diagnosing ADHD is somewhat long and tedious compared to the diagnosis of
other mental disorders [7]. According to the American Academy of Child and Adolescent Psychiatry
(AACAP), the assessment of ADHD should include collecting information from the parents, school,
interviews with the child, and gathering information about the overall functioning of the child,
including the child’s medical, social, and family histories [8]. Given the fact that performing a good
diagnosis of ADHD may be a difficult and long task to do, it is desirable to count on a methodology
capable of determining quickly those children more likely to be diagnosed with ADHD. Based on this
first screening, clinicians can make a more definite diagnosis. A methodology with these features may
contribute enormously to saving resources and serve as a guide to psychologists.

Previous work [9] has reported that children suffering from ADHD can be impulsive and respond
faster than other children. On the other hand, their performance is very slow in cognitive tasks.
Their mean response times are higher independently from the specific ability being tested [10–12].
Overall, children with ADHD show both very fast and very slow responses and thus present a high
intra-individual variability (IIV) [13].

Response time distribution are positively skewed [14] and thus are not properly described by
standard central tendency estimators, for instance, the mean and standard deviation [15,16]. In this
respect, the ex-Gaussian function has been proven to optimally fit the probability distribution curves of
the RT [17,18]. This function results from a convolution of a Gaussian and an exponential function [19]
from where, there interpretable parameters result: µ, σ, and τ [15,20]. Parameters µ and σ come from
the Gaussian function and τ from the exponentially distributed component, which relates to the positive
skew of the RT distribution. Where the data are represented by ex-Gaussian function, trimming of the
data is not necessary which may lead to a subjective variation of the sample by removing extremely
high RT values treated as outliers.

There are a number of works in the literature where the ex-Gaussian function is used to represent
the RT data and interpret its parameters µ, σ, and τ in relation to cognitive disorders. For instance,
parameters σ and τ, along with the standard deviation of the ex-Gaussian function have been found to
be related to ADHD in adults. Similarly, correlation was found between τ and the rate of omission
errors [17]. In the case of youth with ADHD, the ex-Gaussian analysis revealed larger standard
deviation and parameter τ (of the exponential component) [21]. In Reference [22], the authors, studied
ADHD and autism spectrum disorder (ASD) in children aged 7–10 years to gain insights into the
attentional fluctuations, related to increased response time variability. The ex-Gaussian parameters are
claimed to be clearly correlated with cognitive processes such as attention. The exponential component
τ seems to be diagnostic of ADHD particularly in boys [23]. However, the authors in Reference [18]
determined that this is not absolutely true, as the ex-Gaussian parameters may not correspond uniquely
to specific cognitive processes. In this respect, they point out that researchers should be more careful
when examining the changes in the ex-Gaussian parameters.

In summary, when it comes to interpreting the ex-Gaussian parameters, children showing a
combination of higher µ values and low τ values are more likely to have slower response times. On the
other hand, children showing lower values of the parameterµ and higher values of τ correlate with much
faster or much lower responses. The representation of the data in terms of an ex-Gaussian distribution
has been a common procedure whose benefits have been widely discussed in the literature [24–27].

The main advantage of the ex-Gaussian analysis consists of its three parameters may be correlated
with cognitive processes [26], although there is a large debate about the functional interpretation of
these parameters [21]. In this respect, τ seems to be the parameter attracting the most attention and
has been described as a perceptual aspect of RT [28], related to decision [14] and in more recent works,
as a defective effort control mechanism or attentional component [23]. In addition, there are plenty of
works in the literature supporting the idea of interpreting the response time in computerized tasks in
terms of ex-Gaussian parameters as a useful approach to gain access to a more sensitive and specific
measure of variability in patients with ADHD [29].
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In this work, a response time classification methodology based on an experimental study is
proposed towards a quick pre-diagnosis of attention deficit or any another cognitive disorder related
with it. Our sample consisted of school-aged children between 8 and 12 years from Valencia, Spain.
Response times (RTs) were collected from computerized tasks based on visual stimuli.

First, we aimed to find the empirical probability distribution for the response time which can
be considered the normative behavior of a child in the population that was explored. Subsequently,
we proposed a classification methodology that identified those children lying furthest from the
normative behavior of a child. The RT data were represented in terms of the ex-Gaussian function and
its three parameters. Subsequently, the probability distributions of these parameters and of the mode
were used to establish a classification methodology. The ex-Gaussian parameters were also considered
in a more global approach as components of a vector, which is associated to each child through its
norm definitions.

Our main hypothesis is that, taking into account the prevalence percentage of ADHD in general,
childhood population, and the most recent evidence of the relationship between RTs and attention
deficit in the literature, we should be able to establish a simple automated classification scheme of
children with attention deficit based on their statistical RT distribution to visual stimuli.

We explain in detail all stages followed in the data analysis. Our ultimate aim was to provide
a classification methodology to determine, without going through the entire diagnosis process,
those children who may be behaving differently from the mean child regarding attention deficit and
thus are potential candidates to be diagnosed with ADHD or any another cognitive disorders. This is
the first part of a series of works on classification methodologies based on different representations of
the RT data and their relationship with cognitive disorders.

2. Materials and Methods

2.1. Participants

A sample of 190 children (95 males and 95 females) with ages between 8 and 12 years. The age
distribution of the sample is shown in panel a) of Figure 1. The overall mean age was 9.5 years,
with a standard deviation (SD) of 1.3 years. The mean ages and standard deviations of females and
males were 9.4 (SD = 1.3) and 9.7 (SD = 1.2) years, respectively. The differences were not statistically
significant. The children who participated in the experiments attended a primary school in Valencia
(Spain). This public school is located in the La Patacona District of Alboraia municipality. We obtained
all necessary consents and authorizations at all necessary levels, namely, the children’s parents,
the Direction of the School, and the City Council. This study was carried out in accordance with
the recommendations of the Secretariat of Education of the Valencian Community. The protocol was
approved by the Government of Valencia (Generalitat Valenciana). The due written consent of the
children’s parents or legal guardians was obtained in accordance with the Declaration of Helsinki [30].
The children forming our sample were not previously diagnosed with ADHD. The children participating
in the computerized experiments had never had any health issue, such as any seizures, brain injury or
any other neurological damage, which could bias the results by mimicking ADHD. This information
was obtained from parents and from school psychologists, who assessed all the children at the start of
primary school and continued to assess them biannually.
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The experiments included an attention network task (ANT) [32] which seeks testing three 
attentional networks: alerting, orienting, and executive control. Alerting network is assessed by 
changes in reaction time as a result of a warning signal. Orienting is related with changes in the RT 
indicating where the target will take place. Finally, the efficiency of the executive control is carried 
out by asking the children to answer by pressing the keys in indicating left or right direction of an 
image placed at the center in between neutral, congruent or incongruent flankers. These three 
networks are very related among them [33,34]. Each stimulus consisted of 5 fish aligned horizontally 
looking at the right or the left (Figure 2a). The color is black and the background is white. The 
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Figure 1. The age distribution of the sample is shown in panel (a) and a fragment of a *.azk output file
in panel (b). In order to protect the privacy of the child who performed the experiment, the characters
“TTTTT” have been used as a pseudonym for the actual name.

2.2. Experiments with DMDX

Computer-based experiments were carried out through the Windows program DMDX [31] widely
used in the community of experimental and cognitive psychologists [26,32]. By means of this program,
stimuli were presented to the participants and RTs recorded. The tasks applied in this work were
designed by psychologists of the Interdisciplinary Modeling Group InterTech (www.intertech.upv.es),
a team from both the Polytechnic University of Valencia and the University of Valencia, Spain.
Experiments were carried out in a quiet classroom and using laptop computers bearing DMDX
software. Each experiment lasted for 6–7 min and stimuli were presented randomly to avoid order
presentation effects.

The experiments included an attention network task (ANT) [32] which seeks testing three
attentional networks: alerting, orienting, and executive control. Alerting network is assessed by
changes in reaction time as a result of a warning signal. Orienting is related with changes in the RT
indicating where the target will take place. Finally, the efficiency of the executive control is carried out
by asking the children to answer by pressing the keys in indicating left or right direction of an image
placed at the center in between neutral, congruent or incongruent flankers. These three networks are
very related among them [33,34]. Each stimulus consisted of 5 fish aligned horizontally looking at the
right or the left (Figure 2a). The color is black and the background is white. The objective of the task
was to identify, in each trial, the direction of the central fish. There were three cases depending on the

www.intertech.upv.es
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orientation of the fish around the central one. The neutral case was when there was only the central fish.
The congruent case was where the surrounding fish were placed in the same direction as the central
fish. The third case was where the surrounding fish were placed in the opposite direction in respect
to the central one. If the central fish was facing right, the key labeled “M” should be pressed, if not,
the key labeled “Z” should be pressed (Figure 2a). Four cue conditions anticipated the appearance of
the target, namely, “no cue”, “central cue”, “spatial cue”, and “double cue” which vary depending on
the stimulus (Figure 2b). A total of 144 stimuli were presented in a random way and for a maximum of
2500 ms or until the child pressed a key.
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Figure 2. In panel (a), a visual example of the attention network task (ANT) carried out in this work is
shown whereas in panel (b), the four cue conditions are included.

2.3. Procedure for the Data Analysis

The results of the experiments performed on DMDX software were saved out to a file with the
extension *.azk. Figure 1b shows a fragment of this file. First, a heading with the computer and student
data can be found. Just after, two columns are shown. The first named “ITEM” contains a number
assigned to each item in the design of the experiments. The second column indicates the response time
in milliseconds.

Two types of errors can be found in the output data. The first happens when the child does not
react after the exposure time of the image (2500 ms) has passed. The second error takes place when
the child does not respond correctly and presses the wrong key. Errors have not been analyzed in
the present study, although they can correlate with attention deficit. This important aspect will be
considered in full in a further article which is currently under way.

By using a home-made code written in FORTRAN, the output files (*.azk) were filtered such that
records with errors were not included. The data were organized in the new file with three columns.
The first column was a number identifying each trial (child), the second was the item number in the
experiment, and the third was the response time.

Once the output files were cleaned by removing the undesired records, histograms of the response
times were constructed for each trial. Different bin widths were tried out. The optimal bin size used to
construct the histograms was 50 ms. Subsequently, probability distribution functions were calculated
by means of dividing the counts per bin by the total number of counts. The probability distribution
functions were the starting point for the statistical analysis carried out in this work. In a first part,
descriptive statistics were used and in the second an ex-Gaussian analysis with the corresponding
interpretation of the three parameters of this function.

3. Results and Discussions

Figure 3 summarizes the results from filtering the output data (.azk files) obtained with DMDX
program for the tasks considered in this work. Specifically, it shows the averages over the probability
density curves corresponding to the data obtained with each laptop computer used to carry out the



Mathematics 2019, 7, 473 6 of 16

experiments. It can be seen that the DMDX program corrects properly the timing differences among
the microprocessors. The number of response times included in each average is indicated between
parentheses. It can be also noticed that all curves almost overlap and peak around 575 ms approximately.
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Figure 3. Comparison of the outputs from the different laptop computers used in the experiments.

The probability distributions of the RTs are shown in Figure 4. These curves where obtained from
the histograms by dividing the number of counts corresponding to each bin over the total number of
counts. The bin-by-bin average curve is represented along with the single curves. We worked with a
sample of children who had not been diagnosed with ADHD before; however, there may occur a 7%
prevalence rate within the sample. In any case, we assumed that this 7% would not significantly vary
the mean curve shown in Figure 4, which represents the average child.
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3.1. Ex-Gaussian Analysis

In order to represent the RT data, we have chosen the ex-Gaussian distribution which has proven
to be a good fit in previous works [35,36]. Our sample size is in line with Ratcliff et al. [37], who have
suggested that samples with at least 100 data points are considered reliable as for parameter estimates.
As commented in the Introduction section, the ex-Gaussian distribution relates three parameters: µ (the
mean of the Gaussian component), σ (the standard deviation of the Gaussian component), and τ,
which is the decay constant of the exponential component. These parameters are claimed in multiple
works to describe cognitive processes such as attention or effort control mechanism, although there is a
big debate in the literature about their interpretation [21].

Among the different forms of the ex-Gaussian distribution we have chosen the following as
this is the one incorporated in the professional software for data analysis, ORIGIN version 6.1
[https://www.originlab.com/], used here as a reference to test our FORTRAN code,

f(x) = y0 +
A
t0

e
1
2 (
ω
t0
)2
−

x−xc
t0

z∫
−∞

1
√

2π
e

y2

2 dy, (1)

where z = x−xc
ω −

ω
t0

.
In Equation (1), the parameters can be identified as µ = xC, σ =ω y τ = t0, that is, in terms of the

Gaussian and exponential functions parameters,

f1(x) =
A
t0

e−
x
t0 , (2)

f2(x) =
1

√
2πω

e−
(x−xc)2

2ω2 . (3)

It should be pointed out that µ and σ do not represent the mean and the standard deviation of
the ex-Gaussian distribution. Instead, the true mean of the distribution is M = µ + τ, the variance
S2 = σ2 + τ2, and the skewness 2τ3/S3 [38]. In fact, one can characterize this distribution f(x) through its
moments. One can consider moments of this distribution centered either at the origin (raw moments),
or centered at the corresponding average (central moments). Thus,

M ≡
∫
∞

−∞

x f(x) dx, (4)

is the raw moment of order one, whereas,

S2
≡

∫
∞

−∞

(x−M)2 f(x) dx, (5)

is the variance, or second central moment, of the random variable x with probability distribution f(x)
and centered at M. The positive squared root of the above, S, is the standard derivation. On the other
hand, the skewness t of the distribution is defined as

t ≡ 1/S3
∫
∞

−∞

(x−M)3 f(x) dx. (6)

That is, the centered moment of order three, divided by the standard deviation cubed. Altogether,
an ex-Gaussian distribution can be characterized through its three moments,

a ≡ (M, S2, t) (7)

https://www.originlab.com/
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The fitting parameters and their uncertainties were obtained by the non-linear fitting algorithm of
Levenberg–Marquardt [39,40], implemented in the ORIGIN version 6.1 data analysis software.

3.2. Classification Methodology

As stated above, the main objective of this work was to provide a methodology for a fast
determination of the children whose time reaction differs from the mean and thus are potential
candidates to be diagnosed with ADHD. To do so, evidence from the literature was used as criteria
in our automatic methodology. The main criterion came from the world prevalence percentage,
7% for school-aged children according to the American Psychiatric Association (American Psychiatric
Association, 2013). We would like to point out that any more specific prevalence percentages can be
used if available. Then, the prevalence percentage was split between slow and fast response time
regions in the probability distributions. Previous work indicates that children with ADHD are likely to
manifest rather low and fast responses in the RT distributions [41].

There is another criterion which has not been considered here but could be also included along
with the previous ones. ADHD occurs about three times more often in boys than in girls, although
some authors claim that the disorder is often overlooked in girls due to their symptoms differing from
those of boys [42].

For our analysis we have considered four parameters. The mode, which is the value that appears
most often in a dataset which is derived from descriptive statistics. This is a better descriptor than
the mean value as the ex-Gaussian is a skewed distribution where the mean would not have a useful
interpretation. The other three parameters come from the ex-Gaussian representation of the data, µ,
σ and τ, which have been widely related with ADHD in the literature [26,38].

To combine both criteria stated above in one, probability distributions have been built for each of
the four parameters aforementioned, namely, for the mode and for ex-Gaussian distribution parameters.
In order to account for the skewness of the probability distributions of each of the four parameters,
the percentages of counts at both sides (left and right hand sides) of the mode, namely x_“left” and
x_“right”, are determined from the corresponding number of counts, N_“left” and N_“right”. Then,
the prevalence percentage (P) can be expressed as,

P = xL + xR = (Nleft/N)100 + (Nright/N)100. (8)

We took the world prevalence percentage, P = 7% [3] which is inclusive of both genders. We are
aware that ADHD is more prevalent in males than females (4:1 ratio), and that this ratio tends to become
1:1 by the adult age [43]. This methodology as applied to our data, was reflected in Figures 5 and 6,
where the probability distributions of the four parameters are shown along with the resulting splitting
of the prevalence percentage for each case. The resulting candidates according to the split percentages
were included in Table 1, and in Figures 7 and 8. It should be considered that those candidates with a
very fast response time may also include skilled children who are able to answer the experiment’s
queries both correctly and quickly. If the fast-responding children make a considerable number of
mistakes, that could be used as a complementary criterion for the selection of ADHD candidates.
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Table 1. Results of the classification for the distribution of the mode, µ, σ and τ (columns from second
to fifth) taking into account a 7% of world prevalence of ADHD in school-aged children. The rows show
the mode, the probability percentages at both sides of the mode (%-PD), the splitting of the prevalence
percentage (%-Prev.), corresponding number of children (No. Ch.), and the selected children in terms
of labels.

Mode µ σ τ

Mode (ms) 525.5 545.5 87.5 112.5

L R L R L R L R

%-PD 44.4 55.6 45.0 55.0 16.5 83.5 14.9 85.1

%-Prev. 3.1 3.9 3.2 3.8 1.2 5.8 2.0 5.0

No. Ch. 6 7 6 7 2 11 2 11

Selected
children
(labels)

2, 28, 34, 55, 77, 75,
130, 85, 102, 107,

134, 142, 159

28, 34, 55, 58, 75, 77,
80, 102, 106, 130,

163, 167, 184

5, 39, 41, 58, 71, 80, 85,
109, 130, 136, 141, 183, 184

5, 28, 34, 55, 58, 80, 109,
113, 133, 136, 163, 183, 187
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the data.

Previous work, where the ex-Gaussian function was used to represent the RT data in children
with ADHD, seem to indicate that ADHD correlates with slow response times and high RT variability,
namely, large values for σ and τ parameters [22,44]. This is one of the reasons why we are including
here the probability distribution of the ex-Gaussian function parameters as well.
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mode in panel (a) and of the candidates resulting from the probability distribution of the parameter µ
in panel (b). The average curve has also been included.

3.3. Vector Criterion Based on the Ex-Gaussian Parameters

A number of N=190 vectors, of three components each, was defined over the parameters of the
ex-Gaussian distribution for each student. The components of each vector were calculated as the
difference of each student’s parameter (µi, σi, and τi) with respect to the mode of the corresponding
parameter’s probability distribution (Mµ, Mσ, and Mτ),

Xi = (µi −Mµ, σi −Mσ, τi −Mτ). (9)

We will use two common norm definitions for the vector defined in Equation (9) such that each
student can be identified globally by a single scalar. This is a transformation of the data from the
separate parameters to a scalar number which can capture maybe a more complex relationship between
response time and cognitive disorders. The first norm is the Euclidean defined as,

‖Xi‖2 = ((µi −Mµ)2 + (σi −Mσ)2 + (τi −Mτ)2)
1/2

. (10)



Mathematics 2019, 7, 473 12 of 16

The second norm definition used here is the norm of the maximum,

‖Xi‖∞ = max (
∣∣∣µi −Mµ

∣∣∣, ∣∣σi −Mσ∣∣, ∣∣τi −Mτ∣∣). (11)

Figure 9 shows the curves for the norms defined above applied to the vector in Equation (8) as a
function of the student label. The highest peaks in the plot represent the students whose ex-Gaussian
parameters lie furthest from the respective modes. In this case, the students labeled as 5, 34, 41, 58,
80, 110, 131, 137, 142, 169, 185, 186, 189 represent the 13 students ranking highest (~7% of 190) for
both norms.
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Figure 9. Euclidean norm and the norm of the maximum applied to the vector defined in Equation (8)
as a function of the student label. In the upper panel, students from 1 to 100 are shown, and in the
lower panel, students from 101 to 200. The students labeled as 110 (M), 131 (F), 137 (M), 169 (F), 185 (M),
and 189 (F) appear in this classification only. The letter “M” between parentheses stands for male and
the letter “F” for female.

4. Conclusions

A classification methodology based on response time data was proposed towards a quick
pre-diagnosis of attention deficit or any another related cognitive disorder. The mode of the probability
distributions of the RTs and the three parameters from an ex-Gaussian representation of the RT data
were used to identify a number of children from the sample with non-normative behavior according
to the world prevalence percentage of ADHD. Our methodology took into account the skewness of
the probability distributions of the four parameters. The prevalence percentage was then split into
the slow and fast RT regions proportionally to the percentage of counts at both sides of the mode
of the probability distribution function. It should be pointed out that the candidates falling in the
very fast region of the RT distribution may include skilled children who are able to respond fast
and correctly. In general, a complementary criterion such as the number of mistakes made by the
child can help select the candidates for ADHD among the fast-responding children. We provide a
number of classification possibilities, all of them based on the prevalence percentage and the probability
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distributions of the mode and ex-Gaussian parameters. Among them, a classification based on the
distance of the ex-Gaussian parameters to their respective mode which constitute the components
of a vector whose norm serves as a unique, global scalar identifier of each child. We would like
to point out that the validity of this work is not limited to ADHD pre-diagnosis but to identifying
children with attention and cognitive disorders in general. Our methodology could also be adapted
to cognitive disorders in elderly people, as they clearly correlate with slower response time as well.
The development of objective instruments is highly desirable as methodologies available nowadays are
not based on direct measurements but on interviewing people related to the child, and are known to
lead to an over-diagnosis of ADHD. Although the ultimate diagnosis must be made by a psychologist,
the selection provided by our methodology will allow them to focus on assessing a smaller number of
children that would help save time and other resources. We aimed to develop a simple, fast automated
methodology based on the response time as another step towards the diagnosis of cognitive disorders.
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WATER CONTENT-WATER ACTIVITY-GLASS TRANSITION 41 

TEMPERATURE RELATIONSHIPS OF SPRAY-DRIED BOROJÓ AS 42 

RELATED TO CHANGES IN COLOR AND MECHANICAL PROPERTIES 43 

 44 

Luz Hicela Mosquera; Gemma Moraga; Pedro Fernández de Córdoba; Nuria Martínez-45 

Navarrete. 46 

 47 

ABSTRACT 48 

The water content-water activity-glass transition temperature relationships of 49 

commercial spray-dried borojó powder, with and without maltodextrin, have been 50 

studied as related to changes in color and mechanical properties. The GAB and Gordon 51 

and Taylor models were well fitted to the sorption and glass transition data, 52 

respectively. The Boltzman equation adequately described the evolution of the 53 

mechanical parameter characterized in the samples with the difference between the 54 

experimental temperature and the glass transition temperature (Tg) of the sample. The 55 

color of the samples showed a sigmoid change with water activity. The changes in the 56 

mechanical properties of borojó powder related to collapse development started when 57 

the sample moved to the rubbery state and began to be significant at about 10 ºC above 58 

Tg. The increase in the molecular mobility from this point on also favors browning 59 

reactions. Maltodextrin presence slows the caking kinetics but induces color changes to 60 

spray-dried borojó powder. 61 

 62 

Key Words: powdered borojó, maltodextrin, sorption isotherms, glass transition, 63 

compression test, CIEL*a*b* coordinates. 64 

65 
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INTRODUCTION 66 

Borojó represents one of the major consumer products in the department of 67 

Chocó (Colombia) and in much of South America, where the functional properties 68 

conferred by the traditional use of the fruit has encouraged its introduction in some 69 

international sectors. It is characterized by a high energy and nutritional capacity, 70 

especially a high fiber content, as well as the supposed properties attributed by the 71 

indigenous and black groups in the region who use it as medicine, to embalm cadavers 72 

and to prepare aphrodisiacal beverages. Current developments focus on the 73 

commercialization of borojó as energy drinks, jellies or jams, as the appearance and 74 

weight of the fruit (700 - 1000 g) make it difficult to distribute as a fresh product, 75 

besides its pulp is quite acid and viscous
1
. Extracts and juices obtained from plants and 76 

fruits are used more and more in both the pharmaceutical and the food industry for the 77 

manufacture of a large number of products. On the other hand, freeze-drying and spray-78 

drying are used to obtain products in powdered form, which highly preserve the 79 

majority of the natural components present in the fresh products. Nevertheless, the 80 

presence of compounds such as sugars makes it difficult to dry these products by spray 81 

due to their adherence to the inner surfaces of the equipment, which leads to a poor 82 

performance when obtaining the final product
2
.
 
The use of inert additives such as starch, 83 

cyclodextrin, lactose or maltodextrin favors the product recovery, acting as interveners 84 

of the drying
3
.  85 

The deteriorative phenomenon that occurs most frequently in the powdered 86 

products has been associated with the transition from a glassy to rubbery state. In these 87 

products, when a critical temperature, related to the glass transition temperature, is 88 

reached, a sequence of deleterious events occur
4
. Initially, stickiness is developed due to 89 

the formation of an incipient liquid state of lower viscosity on the particle surface. The 90 
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caking of sticky powders takes place because of interparticle bridging, eventually 91 

forming agglomerations
5
. The extension of this phenomenon in the matrix leads to 92 

structure collapse. To prevent the occurrence of this undesirable phenomenon, it is 93 

important to keep the amorphous matrix in a glassy state
4
. The glass transition 94 

temperature (Tg) of an amorphous matrix defines the temperature at which the 95 

glassy/rubbery change occurs and depends on its water content; the greater the water 96 

content, the lower the Tg. For this reason, during the processing, handling, storage and 97 

distribution, powdered products may experience a deteriorative evolution due to 98 

changes in temperature and environmental relative humidity. An increase in the product 99 

temperature above the Tg will lead it to the unstable rubbery state. On the other hand, an 100 

increase in the environmental relative humidity surrounding the powder of over 100 101 

times its water activity will lead to the hydration of the powder, thus decreasing its Tg. 102 

If the Tg falls below the storage temperature, the product will again change into the 103 

rubbery state. The relationship between the water activity and the water content is given 104 

by the water sorption isotherm. Structural changes caused by powder collapse, together 105 

with the water content, may affect some physical properties such as color or mechanical 106 

behavior
6-7

. From this point of view, it is important to maintain the glassy state in these 107 

products. 108 

The solid composition also affects the Tg, the greater the average molecular 109 

weight, the greater the Tg. The carbohydrates present in fruits are normally low 110 

molecular weight sugars, thus implying low Tg values in this kind of foods. For this 111 

reason, high molecular weight solutes are usually added to fruit prior to spray-drying, to 112 

improve not only the drying process but also the product stability of the obtained 113 

powder. The effect of adding a solute will depend on the amount used and its average 114 

molecular weight as related to that of the solids present in the fruit. 115 
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This work focused on studying the effect water uptake had on the stability of 116 

spray-dried borojó, with and without added maltodextrin, related both to glass transition 117 

and to changes in the mechanical properties and color. 118 

 119 

MATERIAL AND METHODS 120 

1. Sorption isotherms and glass transition. 121 

The commercial products Borojó Powder, Spray Dried (B) and Borojó Powder, 122 

Spray Dried (Maltodextrin) (BM) were acquired from Ecoflora Ltda. (Medellín, 123 

Colombia). B and BM water content was 0.044 and 0.043 g water/100g product, 124 

respectively and water activity was 0.315 and 0.312, respectively. 125 

For sorption experiments, both B and BM spray-dried powder samples were 126 

placed at 20ºC in hermetic chambers containing saturated salt solutions (LiCl, 127 

CH3COOK, MgCl2, K2CO3, Mg(NO3)2, CuCl2, NaCl2 and KCl2). Three replicates of 128 

about 2 g each were placed in each chamber with different relative humidities (RH) 129 

ranging between 11- 85 %
8
. The sample weights were controlled till a constant value 130 

(Δm < ± 0.0005 g) was reached, where the equilibrium between the sample and the 131 

environment was assumed
9
. In this moment, the aw of each sample was assumed to be 132 

equal to the corresponding RH/100. In each equilibrated sample, the final water content 133 

was obtained from both the initial water content data and the change in the registered 134 

weight till the equilibrium. The initial water content of the samples was determined 135 

from the loss of mass when drying the samples at 60 ± 1 °C under a pressure of < 100 136 

mm Hg until constant weight. Water content (dry basis) and aw values were used in 137 

order to construct the sorption isotherms. Calorimetric analyses were carried out in each 138 

equilibrated sample in order to determine the glass transition temperature (Tg) by means 139 
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of differential scanning calorimetry (DSC). About 10 mg of each sample were placed 140 

into DSC pans (P/N SSC000C008, Seiko Instruments, Inc., Japan), sealed and analyzed 141 

using a DSC 220CU-SSC5200 (Seiko instruments, Inc., Japan). The heating rate was 5 142 

ºC/min and the temperature range varied between -100 and 200ºC, depending on the 143 

sample water content and the kind of sample. The mid-point of the glass transition was 144 

considered as the characteristic temperature of the transition. 145 

 146 

2. Mechanical properties and color analyses 147 

 148 

Different samples of about 1 g of B and BM were placed in cylindrical vials and 149 

stored in hermetic chambers at relative humidities of between 23 % and 85 %, following 150 

the same procedure described for sorption experiments. Every 3 days, for a period of 4 151 

weeks, a vial of B and BM was weighed and its water content, mechanical properties 152 

and color analyzed. The water content was calculated from the initial moisture content 153 

and the sample mass change. For the analysis of the physical properties, the powder was 154 

placed in a circular aluminum sample holder of 11 mm in diameter and 5.5 mm in 155 

height. A reflectance glass (CR-A51, Minolta Camera, Japan) was placed between the 156 

sample and the spectrophotometer lens (Colorimeter Minolta mod. CM-3600d, Japan. ). 157 

The measurement window was 6 mm in diameter and D65 illuminant/10º observer were 158 

selected to obtain CIE L*a*b* color co-ordinates. After color measurement, a 159 

mechanical compression test with a cylindrical probe of 10 mm in diameter was carried 160 

out using a texture analyzer TA-XT Plus (Stable micro Systems, Ltd., UK). The sample 161 

was compressed at a fixed distance of 3 mm at a constant rate of 0.05 mm/s. The 162 



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

maximum force attained during the test was recorded as Fmax. Each color and 163 

mechanical property measurement was carried out in quadruplicate. 164 

 165 

3. Fitted models and statistical comparison of the different experimental series 166 

 167 

In order to predict the water sorption behavior of samples, the GAB 168 

(Guggenheim, Anderson and de Boer)
10

 model (Eq. 1) was used. 169 

 170 

    ww
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e
aK1C1aK1
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      Eq. 1 171 

where:  172 

we: water content (g water/ g solids). 173 

aw: water activity. 174 

wo: monolayer water content (g water/ g solids). 175 

C: constant related to monolayer sorption heat. 176 

K: constant related to multilayer sorption heat. 177 

 178 

Experimental Tg (mid-point)–water content (g water/g product) data were fitted 179 

to the Gordon and Taylor model
11

,
 
(Eq. 2). 180 

 181 
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where:  183 

xw: mass fraction of water (g water/ g product). 184 

Tg: glass transition temperature (ºC). 185 

Tg(w): glass transition temperature for amorphous water: -135 ºC
4
. 186 

Tg(as): glass transition temperature for anhydrous solids (ºC). 187 

k: model constant. 188 

 189 

The Boltzman function was fitted to correlate the sigmoid behavior described by 190 

the mechanical parameter of samples with a different water content, referred to the 191 

sample mass, (Fmax/m) as a function of its glass transition temperature (Eq. 3). In this 192 

equation, F1 and F2 are the values of Fmax/m at the initial (upper) and final (lower) 193 

asymptotes, respectively, F is a parameter that describes the shape of the curve between 194 

the upper and lower asymptotes, and ΔTF is the value of T-Tg at which Fmax/m attains 195 

the average value between F1 and F2
12

.  196 
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        Eq. 3. 198 

 199 

To evaluate the differences between sample behavior (aw or Tg changes with xw 200 

and Fmax/m with ΔTF) as a function of the presence of maltodextrin (MD), the models 201 

were fitted to each individual data series (B and BM) and to all the grouped data (B + 202 

BM). The obtained results were statistically compared through the values of statistic E 203 
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(Eq. 4) which was compared with tabulated F-Snedecor as a function of the values of 204 

DFDR and SFDRi at 99% significance level
13

. 205 

 206 
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   Eq. 4 207 

where:  208 

RSSg: residual square sum of the function fitted to a group of series. 209 

RSSi: residual square sum of the function fitted to an individual series. 210 

FDRg: freedom degrees of the residuals of the function fitted to a group of series. 211 

FDRi: freedom degrees of the residuals of the function fitted to an individual series. 212 

DFDR: difference between freedom degrees of the residuals of the function fitted to a 213 

group of series (FDRg) and the sum of freedom degrees of the residuals of the 214 

individual fittings of the series involved in the group (FDRi), 215 

 216 

RESULTS AND DISCUSSION 217 

1. Sorption isotherms and plasticizer effect of the water.  218 

Wall depositions of sticky products are a frequent problem during the spray-219 

drying of fruit juices, as the low molecular weight of the sugars present prevents 220 

products from being obtained with a water content of under 5 %. The convenience of 221 

adding maltodextrin to decrease the higroscopicity of fruit powders, thus improving the 222 

handling during spray-drying, has been widely studied. Moreover, the high Tg value of 223 

maltodextrins provides a good stability in powdered products
14, 15

.  224 
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Figure 1 shows the sorption isotherm of B and BM. Experimental sorption data 225 

were well fitted to the GAB model (table 1). On the other hand, the decrease in the Tg 226 

observed when increasing the water content of the samples (figure 2) was fitted to the 227 

Gordon and Taylor model (table 1). A non-linear fitting procedure (CHI
2
)

16
 using 228 

OriginPro 6.1 software was applied. Both models were fitted individually to the B and 229 

BM samples and to all the B+BM data. The statistical analysis performed by means of 230 

the Snedecor test showed no significant differences either between the sorption behavior 231 

of B and BM or in Tg – xw relationships (table 2), which suggests that adding 232 

maltodextrin has no effect. The parameters of these models fitted to all the grouped data 233 

appear in table 1. 234 

The fact that this study found that maltodextrin had no significant effect on 235 

water sorption and Tg do not coincide with what has been found when working on other 236 

fruits, such as pineapple, camu camu or grapefruit
17,18,12

 and even freeze-dried borojó. 237 

This may be related to the different soluble solid composition of borojó as compared to 238 

the other fruits and also to the amount of maltodextrin added to our product. Mosquera 239 

et al.
1 

have pointed to the high carbohydrate content of borojó (about 30 g / 100 g 240 

borojó). Fructose, glucose and sucrose account for a very small fraction of these 241 

carbohydrates (7.3 g / 100 g borojó), so the rest may be attributed to high molecular 242 

weight carbohydrates, bearing in mind the total analyzed dietary fiber (23.58 g / 100 g 243 

borojó) and pectin (2.62 g / 100 g borojó) content. Carbohydrates in pineapple and 244 

grapefruit represent about 10 % of the fruit weight, being almost all of them sugars. 245 

From this point of view, the average molecular weight of the solids present in borojó is 246 

much greater and so its adsorption capacity is lower and its Tg is higher. So a greater 247 

amount of maltodextrin will be needed to affect these aspects. Silva et. al.
18

 noted that 248 

the addition of 0.88 kg of maltodextrin (20 DE) / 1 kg of total solids can reduce the 249 
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moisture content in freeze-dried camu camu pulp from 15.8 % to 6.5 % (dry basis) and 250 

increase the Tg. A similar effect was observed by Gabas et al.
17

 and Telis & Martínez-251 

Navarrete
12 

studying freeze-dried powdered pineapple pulp and freeze-dried grapefruit 252 

when adding 0.2 and 1kg of maltodextrin / kg of total solids, respectively. 253 

Mosquera et al.
1 

also suggested the use of 0.55 kg of maltodextrin (16.5 - 19.5 254 

DE) or arabic gum for each kg of total solids in freeze-dried borojó to significantly 255 

affect the sorption behavior and Tg, although this effect was not so noticeable as in the 256 

other fruit powders with high amount of low molecular weight carbohydrates. In our 257 

study, as no effect of MD on water sorption and Tg of borojó was observed, the amount 258 

of maltodextrin added to the fruit (not specified on the label) must be supposed to be 259 

lower than 0.55 kg maltodextrin / kg total solids in the sample and not enough to reduce 260 

the hygroscopicity of the powder and to increase the glass transition temperature. On 261 

the other hand, in the mentioned study of Mosquera et al.
1
, the critical water content 262 

(CWC) for the glass transition of freeze-dried borojó at 20 ºC was increased from 0.059 263 

to 0.085 when maltodextrin was added, which significantly improves the handling of 264 

the powder. In our work, when considering the information of B and BM samples 265 

together, the combined analysis of water sorption and Tg data, allowed us to obtain the 266 

Tg-aw-xw relationships (figure 3). From this analysis, CWC and critical water activity 267 

(CWA) for the glass transition at 20 °C were determined, these being 0.046 g water /g 268 

product and 0.319, respectively. As deduced from this value and the measured water 269 

content in newly spray-dried borojó products used as raw matter in the study (see 270 

Material and methods section), both of them were in a glassy state at this temperature, 271 

although very near to the critical values. The greater CWC of freeze-dried borojó as 272 

compared to that of spray-dried borojó may be related to the different structure of the 273 

obtained products. As referred by Haque and Roos
19

, spray-dried particles are spherical 274 
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and of low porosity, while freeze-dried particles appear as porous flakes with a greater 275 

surface area available for water adsorption. Therefore a spray-dried material may have 276 

less hydrogen-bonding sites available for water molecules in sorption than freeze dried 277 

materials. In our case, sorption and Tg behavior of freeze-dried and spray-dried borojó 278 

powder seems to be different. The lower stability of the powders obtained by spray-279 

drying would recommend a greater amount of high molecular weight solute to be added 280 

to them as compared to freeze-dried products. 281 

 282 

2. Mechanical properties and color 283 

As referred to in the introduction section, the collapse of food powders includes 284 

time dependent structural changes related to four stages: bridging, agglomeration, 285 

compaction and liquefaction
20

. Caking and/or stickiness of powdered products 286 

developed during this process occur as a result of the viscous flow caused in the product 287 

at over Tg
 
and it lead changes in the mechanical properties

21
. The rate of caking is a 288 

function of Tg, relative humidity and time. Relative humidities that allow the product to 289 

be maintained in a glassy state at storage temperature do not provoke caking, while a 290 

RH that implies a decrease of Tg to below the storage temperature does lead to caking; 291 

the higher the RH, the faster the observed changes
5
. When a system is above its Tg, the 292 

kinetics of caking and related phenomena, such as collapse and stickiness, vary as 10ΔT
,
 293 

where ΔT= T-Tg
20,22

.
 294 

The analysis of the shape of the curve force-distance and the maximum force 295 

attained during the mechanical compression test used in this study have been proposed 296 

by Telis and Martínez-Navarrete
7
 as a simple, rapid method, sensitive enough to 297 

quantify the effect of water uptake on the mechanical properties of food powders that 298 
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may be related to the development of stickiness. Figure 4 shows the maximum force 299 

evaluated in the compression test carried out on borojó samples at different RH and 300 

storage times. In this figure, some of the force-distance curves obtained during the test 301 

have also been included. The analysis of these curves allowed us to detect changes in 302 

the mechanical properties which seem to be related to the caking process that 303 

characterizes the beginning of the collapse. 304 

Force-distance curves obtained in both newly processed B and BM samples and 305 

those stored at RH lower than 43%, showed fracture peaks during the entire period 306 

under study as corresponds to a free flowing powder, with no caking problems and easy 307 

to compact. The ratio of the maximum force attained during the compression test to the 308 

sample weight (Fmax/m) on newly processed samples was not affected by maltodextrin 309 

addition and they underwent no noticeable change as a consequence of storage time 310 

when stored at RH 23 and 33 %. Samples stored at RH of over 52% did not show these 311 

fracture peaks at any time, as occurs when the caking process is fully developed; the 312 

greater the water content, the lower the force needed to compact the liquefied sample. In 313 

B and BM samples stored at RH 68, 75 and 85 %, a sharp decrease in Fmax/m was 314 

observed from the third storage day onwards. Force-distance curves obtained in BM 315 

samples stored at 43% RH showed fracture peaks for up to 14 days, while BM samples 316 

stored at 52% RH only showed them for up to 3 days. However, B samples under the 317 

same storage conditions did not show any fracture peak during the entire storage period 318 

under consideration. The differences observed between these samples could be 319 

associated with a protective effect of maltodextrin that slows the caking kinetic in BM 320 

samples. Caking phenomena started in B samples stored at 43 and 52% RH before 3 321 

storage days, and progresses at a slower rate than samples stored at RH 68 %, while BM 322 

samples needed more time. The caking process starts with the formation of inter-particle 323 
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bridges over a certain amount of water which implies an increase of the force needed to 324 

compact the sample
23

. For this reason, there was an observed increase in Fmax/m for 325 

BM samples stored at 43% and 52% RH, not shown for B samples, at the beginning of 326 

the storage period when compared to samples stored at 23 and 32% RH. At the end of 327 

the storage period, caking was fully developed and the trend of Fmax/m was in line with 328 

the rest of the BM samples. 329 

From the water content calculated for each sample at each storage time, aw and 330 

Tg were predicted by applying the GAB and Gordon and Taylor fitted models, 331 

respectively. The change of the mechanical parameter evaluated with aw and with the 332 

difference between the temperature at which the mechanical analysis was carried out 333 

and the glass transition temperature of the sample (T=20-Tg) appears in figures 5 and 334 

6, respectively. A similar trend, sigmoid in behavior, was observed in both cases. At an 335 

aw greater than CWA, which means the samples are in the rubbery state (T>0), a sharp 336 

decrease in Fmax/m was observed, related with a softening of the samples in this 337 

physical state. The Boltzman equation was fitted to Fmax/m vs. T (OriginPro 6.1 338 

software) separately for samples with and without maltodextrin and to all the grouped 339 

data (table 1). As no significant differences were observed between the fittings (table 2), 340 

no effect of MD on the mechanical properties of borojó powder can be assumed as 341 

related to glass transition temperature This was expected, since the presence of MD had 342 

no observed effect on Tg. In this way, figure 6 shows the trend of the predicted behavior 343 

by using the corresponding model parameters. From the fitted parameters, it was 344 

possible to determine that 20% of the transition between the upper and lower 345 

asymptotes occurred at a value of T=12.19 ºC, whereas 80% of the transition was 346 

attained at T=36.12 ºC. As suggested by Foster et al.
24

, this result allows us to 347 

conclude that important changes in the mechanical properties of borojó powder related 348 
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to collapse development occur at about 10 ºC above Tg. The magnitude of the 349 

temperature differences obtained in this study coincides with the results obtained by 350 

Foster et al.
24

, when studying the cohesiveness of different freeze–dried sugar powders. 351 

The Tg of samples that led to a T equal to 12.19 and 36.12 ºC were 7.81 and -16.12 ºC 352 

and the corresponding aw were 0.445 and 0.631. 353 

For color measurement, CIEL*a*b* system coordinates was selected. In this 354 

system, L* denotes lightness on a 0 to 100 scale from black to white; a*, (+) red or (-) 355 

green; and b* (+) yellow or (-) blue. The total color difference (ΔE*) with respect to the 356 

newly spray-dried borojó was obtained (Eq. 5). 357 

 358 

222 )()()(   baLE
   Eq. 5 359 

 360 

Figure 7 shows the L*a*b* values for samples, with and without maltodextrin, 361 

in the range of the studied relative humidity during the storage time. Color coordinates 362 

of samples remained more or less stable over time when stored at relative humidities 363 

lower than 43-52 %. From this value, L* and b* decreased and a* increased over time; 364 

the greater the RH surrounding the sample, the greater the observed change. When the 365 

data were plotted vs. aw (figure 8), the addition of maltodextrin was observed to have an 366 

effect. This involved an increase in L* and b* and a decrease in a*, related to an 367 

increase in the lightness of the product and in the hue angle due to the development of 368 

yellowness. In both samples, as the water activity increased, lightness and b* 369 

coordinates decreased and a* increased, in a sigmoid way. The abrupt change of the 370 

coordinates was observed when the aw was in the range of 0.5 to 0.6 and it provoked a 371 
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darkness in the samples and an important change in the hue angle and chrome that 372 

turned the samples browner. The afore mentioned aw range was near to that established 373 

when 20-80% of the change in the mechanical properties with T was calculated, 374 

indicating that the decrease in the viscosity which takes place at about ten degrees above 375 

the glass transition favors color changes. These color changes may be attributed to 376 

optimum conditions for enzymatic and non-enzymatic browning reactions. Some 377 

authors have pointed out that both kinds of reactions occur mainly at intermediate water 378 

activities
25-28

. The Maillard, or non-enzymatic browning reaction, is most likely to occur 379 

in low-moisture systems (aw 0.3-0.7), as the removal of water allows the solid content to 380 

be concentrated and, hence, leads to an increase in the interactions between the reducing 381 

sugars and amino acids in the fruit. On the other hand, water activity values of 0.430 382 

have been pointed out as the limit above which the rate of food enzymatic browning 383 

rises. Nevertheless, water dilution that takes place at water activity values which are too 384 

high may prevent these processes. 385 

The color difference with respect to newly spray-dried borojó was calculated at 386 

each storage period and RH (Figure 9). As can be observed, three groups of samples can 387 

be identified. The first one, with color differences lower than about six units (E<6), 388 

appeared at aw values lower than 0.5. The second one was found in the range of aw from 389 

0.5 to 0.7, were a sharp increase in E values from approximately 5 to 22 was observed. 390 

From this water activity onwards, E remained stable. Color changes that occur in 391 

borojó at aw values lower than 0.5 could be more related with the development of 392 

Maillard reactions, while those which take place from aw 0.5 could be more closely 393 

related to enzymatic browning. The presence of maltodextrin does not prevent browning 394 

reactions. 395 
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 396 

CONCLUSIONS 397 

The critical water content and critical water activity for the glass transition of 398 

borojó at 20 °C was 0.046 g water/g product and 0.319, respectively. The water content 399 

of the newly spray-dried borojó powders used in this study were in the range of this 400 

CWC, so the use of high molecular weight solutes should be recommended to increase 401 

the Tg of the product and, therefore, its stability. Nevertheless, the amount of solute 402 

added must be optimized by taking both the product composition and the process used 403 

to obtain the powder into account. Otherwise, no significant effect could be detected, as 404 

occurred in this study. Changes in the mechanical properties of borojó powder related to 405 

collapse development started when the sample moved to the rubbery state and began to 406 

be significant at about 10 ºC above Tg. The increase in the molecular mobility from this 407 

point on also favors browning reactions. Maltodextrin presence slows the caking 408 

kinetics but induces color changes to spray-dried borojó powder. 409 

 410 
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Legends 

Fig.1. Amount of water adsorbed (g water/g dry solids) in function of water activity of Borojó 

Powder, Spray Dried (solid line) and Borojó Powder, Spray Dried (Maltodextrin) (dashed line) 

products (experimental points, and , respectively, and predicted behavior by GAB fitted 

model ). 

Fig.2. Glass transition temperature (Tg) in function of water content of Borojó Powder, Spray 

Dried (solid line) and Borojó Powder, Spray Dried (Maltodextrin) (dashed line) products 

(experimental points, and , respectively, and predicted behavior by Gordon and Taylor 

fitted model). 

 

Fig.3. Glass transition temperature (Tg) – water activity (aw) () and water content (xw: g 

water/g product)– water activity (), relationships of Borojó Powder, Spray Dried and Borojó 

Powder, Spray Dried (Maltodextrin) products (experimental points and predicted behavior by 

GAB and Gordon and Taylor model fitted to all the experimental data toghethter).  

 

Fig.4. Maximum force attained per mass unit in the compression test carried out at different 

relative humidity and storage time of (a) Borojó Powder, Spray Dried  and (b) Borojó Powder, 

Spray Dried (Maltodextrin) products. 

 

Fig.5 Change in the maximum force attained per mass unit in the compression test carried out as 

a function of aw in Borojó Powder, Spray Dried () and Borojó Powder, Spray Dried 

(Maltodextrin) () products. The line indicates the critical water activity. 

 

Cx
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Fig.6. Change in the maximum force attained per mass unit in the compression test carried out 

in Borojó Powder, Spray Dried and Borojó Powder, Spray Dried (Maltodextrin) products, as a 

function of T-Tg. Experimental points ( and , respectively) and predicted behavior by the 

fitted Boltzman equation to all the experimental data together. 

 

Fig.7. L*a*b* color coordinates of (a) Borojó Powder, Spray Dried (Maltodextrin) and (b) 

Borojó Powder, Spray Dried products, at different relative humidity and storage time. 

 

Fig.8. L*a*b* color coordinates of Borojó Powder, Spray Dried () and Borojó Powder, Spray 

Dried (Maltodextrin) () products, as a function of water activity. 

 

Fig.9. Color difference of Borojó Powder, Spray Dried () and Borojó Powder, Spray Dried 

(Maltodextrin) () products, stored at every relative humidity with respect to newly spray-dried 

borojó.  
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Table 1. Values of the obtained parameters when fitting experimental data to the GAB, 

Gordon and Taylor and Boltzman equations: of Borojó Powder, Spray Dried (B) and  

Borojó Powder, Spray Dried (Maltodextrin) (BM) products. 

 

 

 

Fitting B BM B + BM 

 

GAB 

   

k 1.016 1.036 1.027 

C 2.739 3.155 2.947 

wo 0.058 0.050 0.053 

R
2
 0.895 0.888 0.882 

 

Gordon & Taylor 

   

Tgs 51.1 ±3 53.3 ±2 52.3 ±2 

k 4.6 ± 0.3 4.2 ± 0.1 4.4 ± 0.2 

R
2
 0.987 0.995 0.986 

 

Boltzman 

   

F1 929.82 870.22 956.49 

F2 35.93 118.27 59.53 

TF 23.03 17.77 19.28 

F 13.17 5.92 11.43 

20% 28.63 9.97 12.19 

80% 47.32 25.87 36.12 

R
2
 0.870 0.967 0.908 

 

http://www.editorialmanager.com/fobi/download.aspx?id=8314&guid=62c25e39-e17d-4296-94a9-8bbbf40a3fe8&scheme=1


Table 2. Statistical comparison between Borojó Powder, Spray Dried (B) and Borojó 

Powder, Spray Dried (Maltodextrin) (BM) products, in terms of the fitted models.  
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RSSi 11.04 243.20 799817.00 
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DFDR 3 2 4 
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Abstract: The aim of this work was to develop a new unsupervised exploratory method of
characterizing feature extraction and detecting similarity of movement during sleep through
actigraphy signals. We here propose some algorithms, based on signal bispectrum and bispectral
entropy, to determine the unique features of independent actigraphy signals. Experiments were
carried out on 20 randomly chosen actigraphy samples of the Hispanic Community Health
Study/Study of Latinos (HCHS/SOL) database, with no information other than their aperiodicity.
The Pearson correlation coefficient matrix and the histogram correlation matrix were computed to
study the similarity of movements during sleep. The results obtained allowed us to explore the
connections between certain sleep actigraphy patterns and certain pathologies.

Keywords: actigraphy; bispectrum; entropy; feature extraction

1. Introduction

Actigraphy is now being increasingly used to explore sleep patterns in sleep laboratories. Its main
advantages include its easy setup, its low cost, and the fact that prolonged records can be obtained
over time, permitting patient activity in ambulatory conditions without interfering with their daily
routines. It is considered to be a valuable tool for controlling and monitoring circadian alterations and
insomnia, as well as avoiding false positives in the assessment of daytime sleepiness tests, such as the
multiple sleep latency test, and the wakefulness maintenance test [1–5].

Many recent studies have validated the practice of actigraphy, for example, in [6] several
wrist-worn sleep assessments, actigraphy devices were compared. A relationship has been found
between sleep disorders and their effects on certain conditions, such as hypertension and obesity [7],
and it is now even possible to analyze sleep depth by actigraphy signals [8].

A review of the current state of higher-order statistics (HOS) and their use in biosignal analysis
can be found in [9]. As most of the biomedical signals are non-linear, non-stationary, and non-Gaussian
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in nature, iHOS (Higher Order Statistics) analysis is preferable to second-order correlations and power
spectra [9]. On this issue, several studies, such as [10] have been published on the screening of pediatric
sleep apnea–hypopnea syndrome, and the automated classification of glaucoma stages in [11].

Concerning the detection of similarity of movements, in [12,13] although classification patterns
were obtained from sleep/awake states according to the characteristics of the actigraphy signal, they
were not based on higher order spectra. In fact, the common approach is to analyze individual
actigraphy records over several days, so that the studies cited above were not focused on the analysis
of the activity signal as a random process that is dependent on the movement of a certain part of
the body.

The present work is based on the bispectral analysis of actigraphy signals and their relationship
with bispectral entropy. The increase of movements as a form of feature extraction measurement,
and the detection of similarities of movements during sleep are shown as features to be considered.
The results obtained indicate the potential of this approach for the study of sleep disorders, and
their connection with other conditions. The work is organized as follows: Materials and Methods
are described in Section 2, the results are given in Section 3, the Discussion in Section 4, and the
Conclusions and future work are outlined in Section 5.

2. Materials and Methods

2.1. Data Acquisition

The experiments were carried out on 20 samples of actigraphy signals obtained from the Hispanic
Community Health Study/Study of Latinos (HCHS/SOL) Database [14–17] chosen at random, through
the use of the “randi” Matlab function. The Sueño Ancillary Study recruited 2252 HCHS/SOL
participants to wear wrist-worn actigraphy devices (Actiwatch Spectrum, Philips Respironics, Royal
Philips, Netherlands,) between 2010 and 2013. The participants were instructed to wear the watch for
a week. Records were scored by a trained technician of the Boston Sleep Reading Center [17].

2.2. Methods

Actigraphy signals have a random nature that can be visualized in terms of uniformity in the
bispectrum. This uniformity depends on the non-impulsive characteristics of the signal, which are
reflected in the spectrum as frequency peaks. Since the bispectrum is a function that presents unique
characteristics for each signal in terms of frequency and phase it can easily be seen in a graph. This led
us to explore an entire methodology based on calculating the bispectrum and the bispectral entropy,
which would be able to detect similar characteristics in movement patterns during sleep. Twenty cases
of actigraphy signals were analyzed to extract their characteristics, which were then used to determine
similarities and differences among the signals.

The activity signals were first normalized to 1, and then segmented to determine the subjects’
daily activity record. The bispectrum of the total sample of the activity signal recorded was seven
days. The experiments were conducted on two age groups between 18 and 44 years old, and 45 and
64 years old.

2.3. Theoretical Foundations: Bispectrum

Let {x(n)}n, n = 0,±1,±2, . . . be a stationary random vector, and let us also suppose that we can
compute its higher order moments [18,19], where:

mx
k (τ1, τ2, . . . , τk−1) = E(x(n)·x(n + τ1) . . . x(n + τk−1)) (1)

represents the moment of order k of that vector. This moment only depends on the different time slots
τ1, . . . , τk−1 where τi = 0,±1, . . . for all i. The cumulants are similar to the moments, but the difference
is that the moments of a random process are derived from the characteristic function of the random
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variable, while the cumulant generating function is defined as the logarithm of the characteristic
function of that random variable. The k-th order cumulant of a stationary random process {x(n)}n can
be written as [20]:

cx
k (τ1, τ2, . . . , τk−1) = mx

k (τ1, τ2, . . . , τk−1)−mG
k (τ1, τ2, . . . , τk−1), (2)

where mG
k (τ1, τ2, . . . , τk−1) is the k-th order moment of a process with an equivalent Gaussian

distribution that presents the same mean value and autocorrelation function as the vector {x(n)}n.
It is evident from (2) that a process following a Gaussian distribution has null cumulants for orders

greater than 2, since mx
k(τ1, τ2, . . . , τk−1) = mG

k (τ1, τ2, . . . , τk−1), and so that cx
k(τ1, τ2, . . . , τk−1) = 0 [20,21].

In practice, we estimate cumulants and polyspectra from a finite amount of data {x(n)}N−1
n=0 .

These estimates are also random and are characterized by their bias and variance [22]. Let {x(n)}n.
denote a zero mean stationary process; we assume that all relevant statistics exist, and that they have
finite values. The third order cumulant sample estimate is given by [21]:

C3(τ1, τ2) =
1
N

N2

∑
n=N1

x(n)·x(n + τ1)·x(n + τ2) (3)

where N1 yand N2 are chosen such that the sums only involve x(n) for n = 0, . . . , N − 1, N being the
number of samples in the cumulant region. Likewise, the bispectrum estimation is defined as the
Fourier Transform of the third-order cumulant sequence [22]:

BN
x ( f1, f2) =

N−1

∑
τ1=−N−1

N−1

∑
τ2=−N−1

C3(τ1, τ2)·e−2π f1τ1 ·e−2π f2τ2 =
1

N2 X∗( f1 + f2)·X( f1)·X( f2) (4)

where f1 and f2 are the spectral frequency vectors of the sequence {x(n)}N−1
n=0 , and X( fi), i = 1, 2, is its

Fourier Transform.

2.4. Bispectral Entropy Analysis

Entropy provides a measure for quantifying the information content of a random variable in terms
of the minimum number of bits per symbol that are required to encode the variable. It is an indicator
of the amount of randomness or uncertainty of a discrete random process [23]. Consider a random
variable Z with M states z1, z2, . . . zM, and state probabilities p1, p2, . . . pM, that is, P(Z = zi) = pi,
the entropy of Z is defined as:

H(Z) = −
M

∑
i=1

pi log2(pi) (5)

The entropy of a discrete-valued random variable attains a maximum value for a uniformly
distributed variable. In order to extend this notion from the spatial to the frequency domain, we
introduce bispectral entropy as a way of measuring the uniformity of the spectrum [21]. The bispectral
entropy is defined as:

EN
bx( f1, f2) = −

N−1

∑
τ1=−N−1

N−1

∑
τ2=−N−1

PN
x ( f1, f2)· log2 PN

x ( f1, f2) (6)

where the energy probability is computed in terms of the bispectrum estimation:

PN
x ( f1, f2) =

BN
x ( f1, f2)

∑N−1
τ1=−N−1 ∑N−1

τ2=−N−1 BN
x ( f1, f2)

(7)
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3. Results

The actigraphy signals that measured the movements of individuals while sleeping were analyzed.
These movements have an intrinsically random nature, since they can occur with non-specific
probabilities and durations. This can be checked by analyzing the frequency spectrum of the
activity signal and comparing it with a noise pattern. The probabilistic distribution function of
the spectral pattern depends on the nature and uniformity of the movements, which may follow a
normal distribution or another, such as a uniform distribution, depending on the random nature of
the process.

3.1. Application of the Bispectrum to the Actigraphy Signal

A spectral analysis based on the one-dimensional Fourier transform is not recommended for
the detection of traits in a random signal, such as the actigraphy signal. For these, this analysis only
provides information relative to the magnitude-frequency or phase-frequency distribution. In other
words, what is visualized in the spectrum is noise, which in our case, is in fact the useful information
from which certain characteristics and features have to be extracted. The frequency spectrum of
two actigraphy signals is shown in Figure 1, where it can be seen that the one-dimensional Fourier
Transform is not able to identify the discriminant features in this type of signal.
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Figure 1. Ilustration of: (a,b) Examples of the frequency spectrum of two actigraphy signals obtained
from their respective one-dimensional Fourier transforms.

Unlike the one-dimensional frequency spectrum, the bispectrum of an activity signal can
provide information on the spatial distribution of the amplitude, and on the frequency components
(see Equation (4)). This information can be represented in a matrix that can be used to obtain the
particular identification features of each signal. The bispectrum of the actigraphy signal was simulated
in MatLab, using the Higher Order Spectra Analysis toolbox. Figures 2 and 3 show the contours of the
bispectrum surface of the actigraphy signal, where f1 and f2 are the normalized spectral frequency
vectors generated from the calculation of the bidimensional Fourier Transform.

We found that the bispectrum can indicate variables that measure specific characteristics of the
movement during sleep, based on the uniformity of the activity data and the disorder of the sample.
Here, a greater frequency disorder at a bispectral level may imply an excess of movement during
the analyzed period, which can even be an identifying feature of sleep, and be linked to patients.
For the sake of completeness, we can see in Figures 2–5 that the bispectrum is a unique variable for
each actigraphy signal.
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A bispectrum analysis was performed on 20 different activity signal records. We tried to identify 
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give the bispectrum of the actigraphy signal for the first 10 of the 20 analyzed actigraphy signals from 
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Figure 6. Bispectrum obtained from the 7-day activity record of the samples (a) hchs-sol-sueno-
00163225and (b) hchs-sol-sueno-00238589. 

Figure 5. (a) Bispectrum of the activity record on day 6, and (b) bispectrum of the activity record on
day 7 of the actigraphy data sample hchs-sol-sueno-00163225.

It can also be seen that the daily bispectrum registrations are all different from each other, showing
that all these registers form an identification pattern, which we have named the bispectral pattern of
the activity signal.

A bispectrum analysis was performed on 20 different activity signal records. We tried to identify
each one with a specific spectral sleep pattern per day, and to find a possible relationship between an
individual’s movement patterns during sleep. The results obtained are shown in Figures 6–8, which
give the bispectrum of the actigraphy signal for the first 10 of the 20 analyzed actigraphy signals from
the HCHS/SOL database.
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00258857, (b) hchs-sol-sueno-00306064, (c) hchs-sol-sueno-00311734, and (d) hchs-sol-sueno-
00329320. 

It can be seen that there are unique identifiable characteristic features that can be used to obtain 
patterns of movement during sleep. For instance, Figures 5a, 6b, 7a, and 8d have similar contours. 
This means individuals can be divided into groups according to the similarity of their sleep patterns. 
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Figure 7. Bispectrum obtained from the 7-day activity record of the samples (a) hchs-sol-sueno-00258857,
(b) hchs-sol-sueno-00306064, (c) hchs-sol-sueno-00311734, and (d) hchs-sol-sueno-00329320.

It can be seen that there are unique identifiable characteristic features that can be used to obtain
patterns of movement during sleep. For instance, Figures 5–8 have similar contours. This means
individuals can be divided into groups according to the similarity of their sleep patterns.
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Figure 8. Bispectrum obtained from the 7-day activity record of the samples (a) hchs-sol-sueno-00349159
(b) hchs-sol-sueno-00358110 (c) hchs-sol-sueno-00496432 (d) hchs-sol-sueno-00504839.

To further illustrate these results, we correlated the bispectrum of the seven days of signals by
computing the Pearson correlation coefficients for every pair of samples to find similarities between the
two signals. The results are given in the correlation matrix R in Table 1. For example, R1−2 is the Pearson
correlation coefficient between the bispectrum of samples 1 and 2 from hchs-sol-sueno-00163225
and hchs-sol-sueno-00238589.

In order to determine subgroups in the set of samples, and to identify the pairs of signals that
give correlation values closest to 1, we selected the pairs with correlation values of greater than 0.97.
This was done to satisfy the hypothesis of the similarity of the sleep movement patterns of two signals,
since there must be as few differences as possible, and therefore, also minimal differences in their
bispectral patterns. The results of similar pairs are shown in black in Figure 9, in which the values with
the lowest correlation are indicated with red dashed lines to show different activity patterns. For this
latter case, we considered values of below 0.8. Although these values are relatively high in comparison
with other applications, we have considered its use for the search of dissimilar sleep patterns.

Table 1. Correlation matrix obtained from the analysis of the bispectrum comparison of the 7-day
activity signal for the 20 Hispanic Community Health Study/Study of Latinos (HCHS/SOL) database
samples analyzed.

0.898 0.944 0.934 0.965 0.957 0.899 0.899 0.947 0.825 0.966 0.976 0.971 0.950 0.979 0.911 0.972 0.970 0.973 0.945
0.961 0.935 0.875 0.881 0.767 0.860 0.957 0.981 0.823 0.935 0.953 0.949 0.869 0.991 0.884 0.876 0.923 0.919 -
0.965 0.944 0.914 0.837 0.911 0.961 0.909 0.892 0.970 0.976 0.970 0.917 0.970 0.937 0.925 0.959 0.933 - -
0.931 0.886 0.860 0.899 0.949 0.887 0.886 0.949 0.954 0.950 0.895 0.945 0.920 0.916 0.936 0.885 - - -
0.938 0.914 0.926 0.927 0.809 0.962 0.969 0.951 0.945 0.949 0.890 0.973 0.965 0.967 0.913 - - - -
0.847 0.832 0.899 0.817 0.948 0.951 0.936 0.915 0.971 0.896 0.974 0.926 0.945 0.972 - - - - -
0.849 0.844 0.688 0.889 0.892 0.854 0.864 0.870 0.773 0.889 0.888 0.863 0.799 - - - - - -
0.908 0.799 0.887 0.929 0.911 0.904 0.862 0.867 0.881 0.921 0.920 0.849 - - - - - - -
0.913 0.891 0.957 0.976 0.956 0.913 0.965 0.912 0.921 0.955 0.926 - - - - - - - -
0.739 0.871 0.898 0.905 0.791 0.966 0.819 0.810 0.861 0.860 - - - - - - - - -
0.946 0.924 0.892 0.964 0.841 0.960 0.960 0.941 0.922 - - - - - - - - - -
0.977 0.964 0.958 0.942 0.964 0.963 0.976 0.953 - - - - - - - - - - -
0.975 0.953 0.966 0.957 0.954 0.981 0.949 - - - - - - - - - - - -
0.921 0.954 0.952 0.944 0.970 0.906 - - - - - - - - - - - - -
0.888 0.970 0.961 0.960 0.957 - - - - - - - - - - - - - -
0.899 0.886 0.937 0.931 - - - - - - - - - - - - - - -
0.962 0.971 0.937 - - - - - - - - - - - - - - - -
0.967 0.912 - - - - - - - - - - - - - - - - -
0.938 - - - - - - - - - - - - - - - - - -
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Figure 9. Visualization of pairs with Pearson correlation coefficients greater than 0.97 (black line) and 
lower than 0.8 (red dashed line). 

The correlation values given in Table 1 and Figure 9 show that there may be a similarity in sleep 
movement patterns. In Table 1, the maximum distance value is 0.3122 and the minimum is 10 , the 
mean is 0.0538, and the statistical mode (the most frequent value in an array) is 0.001. Figure 10 gives 
a comparative measurement of the values in Table 1 by rearranging the columns of the matrix into a 
vector, and considering it as a time series, in which the x-coordinate is the position in the vector and 
the y-coordinate, the corresponding value of the coefficient. In this arrangement, the groups indicate 
almost repetitive terms that represent signals with similar characteristics. 

Figure 9. Visualization of pairs with Pearson correlation coefficients greater than 0.97 (black line) and
lower than 0.8 (red dashed line).

The correlation values given in Table 1 and Figure 9 show that there may be a similarity in sleep
movement patterns. In Table 1, the maximum distance value is 0.3122 and the minimum is 10−6,
the mean is 0.0538, and the statistical mode (the most frequent value in an array) is 0.001. Figure 10
gives a comparative measurement of the values in Table 1 by rearranging the columns of the matrix
into a vector, and considering it as a time series, in which the x-coordinate is the position in the vector
and the y-coordinate, the corresponding value of the coefficient. In this arrangement, the groups
indicate almost repetitive terms that represent signals with similar characteristics.Sensors 2018, 18, x 10 of 17 
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In order to better distinguish the differences and similarities between the sleep signals, we
performed another analysis using the bispectral entropy as the method of characterizing the
disorder/uniformity of the processed signals.
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3.2. Application of Bispectral Entropy as a Measure of Actigraphy Disorder

The experiment was based on a similarity analysis, analogous to that of the bispectrum.
We calculated the bispectral entropy of each activity sample for the whole period of seven days,
to obtain a measure of the degree of uniformity of the sleep movement pattern, taking the degree of
randomness of the activity signal into account. We considered the maximum value of the bispectral
entropy as a way of describing the degree of uniformity of a random process.

The bispectral entropy of the signals was computed in a minimum window of eight samples,
to represent the temporal displacement index of the signals. The results obtained are shown in
Figure 11, together with the mean value of the bispectral entropy of each actigraphy signal.
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It can be seen that signals 8 and 16 have the lowest bispectral entropy values, due to the
non-uniformity of the bispectrum frequency distribution. This can also be identified in some of
the previous graphs; for instance, in Figure 8b, the high-frequency components are characterized by
the outer points (in blue), and the disconnected regions are the lowest frequency values.

In Figure 11 there are also samples with similar values of bispectral entropy of between 0.98 and
0.99, which indicates that they may be related to the hypothesis that activity samples with a similar
correlation at the bispectral level may have the same level of uniformity of their value distributions.
The opposite is also true with the minimum values of bispectral entropy, shown in Figure 11, as are
those of samples 8, 10, 7, and 16, and other visible relationships, whose correlation values are under
0.8 in Table 2, and in Figure 11 are related to different uniformity patterns.

Given the analogy of the activity signal with the random process, the maximum entropy value
would mean a greater uniformity of movement in the subject in the time interval studied, i.e., a high
uniformity in the randomness of the movements. Conversely, occasional movements would be
associated with impulsive noise, which has a non-uniform randomness, and thus, it would be
associated with minimum entropy.

To also visualize the frequency of the maximum uniformity of sleep movements, histograms were
made of the 7-day bispectral entropy of each activity signal. The frequencies of the entropy values for
each processed sample are shown in Figures 12 and 13. These histograms provide information on the
number of repetitions of the entropy values in each sample, i.e., the number of times the value in the
data vector is repeated.
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0.715 0.732 0.913 0.979 0.985 0.945 0.908 0.677 0.780 0.845 0.824 0.818 0.740 0.894 0.983 0.621 - - - 
0.981 0.514 0.802 0.774 0.711 0.681 0.816 0.706 0.853 0.558 0.730 0.511 0.762 0.703 0.934 - - - - 
0.553 0.805 0.790 0.715 0.702 0.793 0.697 0.848 0.575 0.708 0.490 0.773 0.713 0.926 - - - - - 
0.886 0.845 0.788 0.791 0.429 0.559 0.665 0.709 0.615 0.589 0.729 0.863 0.430 - - - - - - 
0.975 0.929 0.889 0.731 0.786 0.874 0.798 0.834 0.717 0.913 0.958 0.720 - - - - - - - 
0.976 0.934 0.779 0.859 0.908 0.855 0.887 0.789 0.947 0.989 0.714 - - - - - - - - 
0.957 0.840 0.927 0.925 0.912 0.947 0.878 0.975 0.980 0.708 - - - - - - - - - 
0.828 0.928 0.938 0.972 0.931 0.927 0.931 0.957 0.720 - - - - - - - - - - 
0.937 0.932 0.796 0.928 0.825 0.898 0.756 0.910 - - - - - - - - - - - 
0.955 0.934 0.992 0.931 0.937 0.865 0.800 - - - - - - - - - - - - 
0.889 0.962 0.863 0.939 0.897 0.899 - - - - - - - - - - - - - 
0.929 0.950 0.887 0.892 0.646 - - - - - - - - - - - - - - 
0.924 0.954 0.892 0.802 - - - - - - - - - - - - - - - 
0.846 0.845 0.618 - - - - - - - - - - - - - - - - 
0.932 0.801 - - - - - - - - - - - - - - - - - 
0.657 - - - - - - - - - - - - - - - - - - 

Table 2 contains the results based on the histogram of the bispectral entropy of the activity 
signals to provide a criterion for the similarity of the data, based on the uniformity of the bispectrum. 
This table can be interpreted similarly to Table 1, which was based on the algorithm that describes 
the matrix correlation in Figure 9. 

According to the previous analysis, the upper threshold was 0.97, and the lower threshold was 
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clear differences among the signals (see Figure 14). 

Figure 13. Histograms of the 7-day bispectral entropy of each activity signal (Signals 9 to 20,
processed samples).
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Although none of the histograms is repeated in Figures 12 and 13, some of them show certain
similarities that could indicate similar sleep patterns. To verify this, the histograms were correlated
to each other, with the criteria for the entropy values as well as for the data repetition frequency.
The results are shown below in Table 2.

Table 2. Correlation matrix obtained from the analysis of the bispectral entropy histograms of the 20
analyzed samples from the HCHS/SOL database.

0.966 0.906 0.908 0.681 0.702 0.791 0.889 0.934 0.957 1.000 0.828 0.928 0.938 0.972 0.931 0.927 0.931 0.957 0.720
0.976 0.973 0.699 0.714 0.880 0.944 0.967 0.948 0.966 0.725 0.842 0.893 0.906 0.865 0.841 0.889 0.985 0.650 -
0.979 0.593 0.623 0.937 0.930 0.943 0.906 0.906 0.583 0.731 0.783 0.840 0.763 0.748 0.827 0.964 0.504 - -
0.715 0.732 0.913 0.979 0.985 0.945 0.908 0.677 0.780 0.845 0.824 0.818 0.740 0.894 0.983 0.621 - - -
0.981 0.514 0.802 0.774 0.711 0.681 0.816 0.706 0.853 0.558 0.730 0.511 0.762 0.703 0.934 - - - -
0.553 0.805 0.790 0.715 0.702 0.793 0.697 0.848 0.575 0.708 0.490 0.773 0.713 0.926 - - - - -
0.886 0.845 0.788 0.791 0.429 0.559 0.665 0.709 0.615 0.589 0.729 0.863 0.430 - - - - - -
0.975 0.929 0.889 0.731 0.786 0.874 0.798 0.834 0.717 0.913 0.958 0.720 - - - - - - -
0.976 0.934 0.779 0.859 0.908 0.855 0.887 0.789 0.947 0.989 0.714 - - - - - - - -
0.957 0.840 0.927 0.925 0.912 0.947 0.878 0.975 0.980 0.708 - - - - - - - - -
0.828 0.928 0.938 0.972 0.931 0.927 0.931 0.957 0.720 - - - - - - - - - -
0.937 0.932 0.796 0.928 0.825 0.898 0.756 0.910 - - - - - - - - - - -
0.955 0.934 0.992 0.931 0.937 0.865 0.800 - - - - - - - - - - - -
0.889 0.962 0.863 0.939 0.897 0.899 - - - - - - - - - - - - -
0.929 0.950 0.887 0.892 0.646 - - - - - - - - - - - - - -
0.924 0.954 0.892 0.802 - - - - - - - - - - - - - - -
0.846 0.845 0.618 - - - - - - - - - - - - - - - -
0.932 0.801 - - - - - - - - - - - - - - - - -
0.657 - - - - - - - - - - - - - - - - - -

Table 2 contains the results based on the histogram of the bispectral entropy of the activity
signals to provide a criterion for the similarity of the data, based on the uniformity of the bispectrum.
This table can be interpreted similarly to Table 1, which was based on the algorithm that describes the
matrix correlation in Figure 9.

According to the previous analysis, the upper threshold was 0.97, and the lower threshold was a
little lower than previously found. We considered 0.7 to distinguish between the similarities and clear
differences among the signals (see Figure 14).Sensors 2018, 18, x 13 of 17 
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It can thus be seen that several histograms are highly correlated, which indicates that this activity
signal presents a high level of data uniformity, i.e., bispectral entropies with similar values, and also a
high correlation value in terms of the bispectrum comparison. The dispersion graph of the correlation
values obtained from Table 2 is shown in Figure 15. The data with similar values are seen to be grouped.
The maximum value of the distance matrix is 0.6715, and the minimum is 10−5. The mean value of
the distance matrix was 0.1407, and the statistical mode was 10−5, which indicates data groups with
similar characteristics associated with the same type of movement, as can be seen in Figure 15.
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4. Discussion

In order to associate the results with clinical diagnoses, several variables were taken from the
HCHS/SOL database as the clinical characteristics of the 20 actigraphy samples. First, we considered
the following variables:

CDCR_SUENO: self-report of cerebrovascular disease & carotid revascularization.
CHD_SELF_SUENO: combination of self-reports of coronary revascularization or heart attack.
DIABETES_SELF_SUENO: indicates a self-report of diabetes.
DIABETES _SUENO: indicates diabetes.
DM_AWARE_SUENO: describes the awareness of diabetes.
Hypertension_SUENO: indicates hypertension status.
STROKE_SUENO: checks for a self-report of stroke history.
STROKE_TIA_SUENO: checks for medical history of stroke, mini-stroke or TIA (transient

ischemic attack).
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These variables are of the 0/1 type, i.e., ‘0’ for a negative response and ‘1’ for a positive. Their
values for the 20 individuals whose actigraphy signals were processed can be found in Table 3.

Table 3. Clinical characteristics of each individual analyzed for each actigraphy sample.

Samples CDCR_
SUENO

CHD_
SELF_

SUENO

DIABETES_
SELF_

SUENO

DIABETES_
SUENO

DM_
AWARE_
SUENO

HYPERTENSION_
SUENO

STROKE_
SUENO

STROKE_
TIA_

SUENO

1 0 0 0 0 0 1 0 0
2 1 1 1 1 1 1 0 0
3 0 0 0 0 0 1 0 0
4 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0
7 0 0 0 1 0 1 0 0
8 0 0 0 0 0 1 0 0
9 0 0 0 0 0 0 0 0

10 0 0 0 0 0 1 0 0
11 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0
16 0 0 0 0 0 1 0 0
17 0 0 0 1 0 0 0 0
18 0 1 0 0 0 1 0 0
19 0 0 1 1 1 1 0 0
20 0 0 0 0 0 1 0 0

To relate the clinical characteristics of the patients with the obtained results, the correlation was
first used, which is a measure of the similarity of data. We show these results, although the obtained
correlations are weak, in part, for the limited number of signals used, and for the limitations of the
information content embedded in the used signals database.

We opted to consider the HYPERTENSION_SUENO variable to study relationships within the
actigraphy signals, since its value varies in several samples. First, we saw that 47.62% of the pairs
whose bispectrum correlates with a value greater than 0.97 share the same clinical diagnosis. However,
in Figure 9, it can be seen that the pairs with the same positive or negative diagnosis tend to cluster,
which indicates a stronger hidden relationship that cannot be obtained by simply correlating the
bispectrum of the signals (see Figure 16).Sensors 2018, 18, x 15 of 17 
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A similar effect was found in the comparison of the bispectral entropy histograms. Only 41.17%
of the pairs correlated with a coefficient of 0.97 or higher present the same hypertension diagnoses.
However, in the pairs with the same diagnosis in Figure 14 those sharing the hypertension diagnosis
are seen to be connected (see Figure 17).
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Although, the results shown in Figures 16 and 17 are not conclusive, they do suggest a further
in-depth study of the characteristics of bispectrum signals that can contribute most to these similarities.
It is also worth mentioning that the limited number of cases considered in this study advise a more
systematic study of larger database samples.

5. Conclusions

This paper has shown that the application of higher-order statistical analysis to actigraphy signals
can contribute to determining the traits and patterns of movement during sleep. These criteria can be
based on part of the spatial information provided by the bispectrum and the bispectral entropy, both
of which can help us to determine effective criteria for measuring the uniformity of data randomness.

The actigraphy signal experiments suggest the possible application of these criteria for the
extraction and comparison of patterns of sleep movements. This would have a potential use in
medicine, since similar pathologies may have similar associated movement patterns.

In future work we propose to use high-order statistical techniques, as for instance in [23]. We
also want to experiment with data from chest actigraphy or other actigraphy signal measures, to
corroborate the potential use of sleep actigraphy signals for purposes of diagnosis.

Our next step will be to increase the number of cases analyzed to cover the entire HCHS/SOL
database, and also to experiment with other clinical characteristics in patients and pathologies
associated with specific sleep disorders or brain-associated diseases.
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ΦAbstract – In this paper, statistical signal processing 
techniques are applied to electromotive force signals captured in 
external coil sensors for broken bars detection in induction 
motors. An algorithm based spectral subtraction analysis is 
applied for broken bar identification, independent of the relative 
position of the bar breakages. Moreover, power spectrum 
analyses enable the discrimination between healthy and faulty 
conditions. 

The results obtained with experimental data prove that the 
proposed approach provides good results for fault detectability. 
Moreover the identification of the faults, and the signal 
correlation indicator to prove the results, are also presented for 
different positions of the flux sensor. 
 

Index Terms-- Fault Diagnosis, Induction Motors, Flux, 
Signals, Spectral Analysis. 

I.   INTRODUCTION 

recent trend in the electric motor condition monitoring 
area relies on combining the information obtained from 
the analyses of different machine quantities (currents, 

vibrations, temperatures, etc…) to reach a more reliable 
conclusion about its health. This is due to the fact that it has 
been proven that the analysis of a single quantity enables to 
diagnose specific faults or anomalies but it is not enough to 
determine the health of the whole motor. In this context, the 
analysis of classical quantities that are well-known in the 
industry, such as currents or vibrations, has shown certain 
problems or drawbacks for the diagnosis of certain faults [1].  
   With regards to the condition of the rotor, neither current 
nor vibration analysis have proven to be valid in all the cases 
that may rise in industry; it has been reported, for instance, 
the occasional occurrence of false indications when these 
techniques are used [2-5]. One of the cases where these 
techniques have not shown good results when detecting rotor 
damages is under the presence of non-adjacent bar breakages 
in the rotor cage. Under such situation, the effects of one bar 
breakage can be partially compensated by those of other 
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breakage, for certain relative positions, making difficult the 
identification of the fault components in the resulting spectra 
[6-8]. This may result in incorrect indications. 
   Due to these problems, other technologies are being 
explored by many researchers worldwide. One of these 
technologies relies on studying the external magnetic field in 
the vicinity of the motor [9-23]. Specifically in relation to 
rotor faults[24],eccentricity [25] and stator faults[26],  It has 
been proven that, when certain faults are present, specific 
harmonics are amplified in the Fourier spectra of the 
electromotive force (emf) signals induced in external coil 
sensors installed at different positions [9,16]. More 
specifically, some authors have characterized the components 
amplified by rotor faults, eccentricities or even stator failures 
and have proven the potential of this technique for the 
detection of such faults. The simplicity, low cost and easy 
implementation of the technique makes it a very interesting 
option to complement the information obtained with other 
well-known technologies, especially considering the 
progressive reduction in price of the available flux sensors 
that comes together with an increase of their features [21]. 
   Though most of the works related to flux monitoring have 
explored the applicability of the technique under stationary 
conditions [9,20], some recent works have also studied the 
viability of the method under transient operation, obtaining 
very promising results [23,27,28]. 
    In this work, a new algorithm to detect rotor damages in 
induction motors based on the analysis of stray flux signals is 
proposed. It uses a spectral pattern recognition method based 
on the spectral subtraction of the power spectrum. In relation 
to the uses of pattern recognition [29] and spectral 
subtraction [30,31] techniques , some works has been made, 
applying different points of view, to detect de specifics fault. 
The proposed algorithm is applied not only to detect adjacent 
bar breakages, but also non-consecutive broken bars.  

 The results show the potential of this approach, that 
provides valuable information to detect rotor damages or, at 
least, to complement the information provided by other 
quantities, enhancing the performance of classical techniques. 

Section II describes the considered fault as well as its 
related harmonics. The proposed pattern recognition method 
and the experimental results are shown in Section III and IV 
respectively. Finally, conclusions are outlined in Section V. 

II.   ROTOR BAR BREAKAGE DETECTION VIA ANALYSIS OF 

FLUX SIGNALS 

Different authors have proven that the presence of certain 
faults in the motor amplifies some components in the stray 
flux spectrum [9-16]. Former works in [15-20] proposed the 
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use of external coil sensors for the capture of the necessary 
signals and the subsequent Fourier analysis of these signals to 
detect the components amplified by the rotor damages and 
other faults. With regards to the detection of bar damages, in  
[32] it is suggested the study of the sideband components 
appearing at f·(1±2·s·f) (with s=slip and f=supply frequency) 
around the main frequency component in the FFT spectrum 
of the captured emf signals. More recent works in [33] and 
[9,11-12] proposed the study of other components in the low 
frequency region of the FFT spectrum of the emf induced in 
external coil sensors; according to these authors, when rotor 
faults are present, the components located at s·f and 3·s·f are 
amplified in that FFT spectrum. Therefore, the study of the 
amplitudes of these harmonics may become a reliable 
indicator of the presence of the fault.  

Although most of the works developed in the literature are 
focused on the analysis of the emf signals induced in external 
coil sensors at steady-state operation of the motor, some 
recent papers have explored the viability of the analysis of 
these signals under the startup, obtaining very promising 
results [23]. These works have proven that, during transient 
operation, these components follow particular trajectories 
that can be used as evidences of the presence of the fault. 

The present work focuses on the flux-based detection of 
rotor faults but considering the case of non-adjacent broken 
bars, an issue that has been barely considered in past works.  

III.   THE PROPOSED ALGORITHM  

To try to achieve some recognition criteria to classify the 
damages, a method based on spectrum descending order was 
applied to the signal obtained after preprocessing (output 
signal after noise reduction). Later, a spectral subtraction 
operation with respect to the signal with the healthy motor 
was also performed. Finally, a moving average block is used 
as a smoothing filter to eliminate impulsive components of 
the spectral subtraction. The resulting algorithm given by 
these processes is described in Fig. 1. 

The pattern recognition algorithm is based on the use as a 
basic pattern of the signal of the healthy motor. This is not a 
serious restriction under a practical point of view, since that 
signal could be obtained after motor commissioning or after 
motor inspection, once the rotor is guaranteed to be healthy.  
In the method, once the actual samples have been captured, 
they can be compared with the healthy ones. The proposed 
method is based on searching for patterns, by looking at the 
differences in the spectrum of both signals (actual sample vs. 
healthy one). The use of the signal of the healthy motor as a 
signal reference is analogous to the schemes of adaptive 
systems. What is obtained at the output and in each 
represented pattern is a spectral pattern that identifies the 
number of broken bars present in the motor. 

 

 
 

Fig. 1.  The proposed algorithm for identifying broken bars. 

IV.   EXPERIMENTAL RESULTS  

Different experiments were developed at the laboratory by 
using a 4-pole, 1.1 kW induction motor which was coupled to 
a DC machine acting as a load. Different cage rotors (28 bars 
in each rotor) with diverse levels of failure were available, so 
that each specific rotor could be assembled to test the 
corresponding rotor fault condition. More specifically, in this 
work the considered cases are: healthy rotor and rotor with 
two broken bars. In this latter case, different relative 
positions between the broken bars were tested, namely: bars 
1-2 broken (adjacent broken bars), bars 1-3 broken, bars 1-4 
broken, bars 1-5 broken and bars 1-6 broken. 

In each test, the machine was started until it reached the 
steady-state regime. The emf signal induced in an external 
coil sensor attached to the frame of the machine was captured 
using a digital oscilloscope. More specifically, two different 
sensor locations were considered: position A (sensor attached 
to the lateral part of the motor frame, in the shaft side, Fig. 2 
(b)) and position B (sensor attached to the center of the 
frame, Fig. 2(c)). Both the experimental test bench and the 
two considered sensor positions are shown in Fig. 2. 

  
(a) 

 

 
 

(b)                                                        (c) 

 
 

Fig. 2. a) Experimental test bench, b) Position A of the coil sensor,             
c) Position B of the coil sensor. 
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The idea of the proposed algorithm to identify the broken 
bar pattern is to take as a reference the healthy state of the 
motor, in order to detect the corresponding faulty condition. 
The objective is to detect differences in the power spectrum, 
taking into account that a motor in a healthy state will have a 
certain power spectrum; if the motor is faulty, it will no 
longer have the same spectrum, hence the foundation based 
on the rearrangement of the power spectrum and spectral 
subtraction, to obtain an identification pattern of broken bars 
regardless of the relative position of the bars. 

The developed algorithm was conditioned by two goals: 1) 
it should be able to distinguish between healthy and faulty 
cases based on the analyses of flux data and 2) it should be 
able to detect the existence of the fault regardless of the 
position of the bars hat break. 

A.   Experimental results obtained from the measurement in 
position A  

Regarding the position A, the resulting pattern obtained 
for each sample after application of the proposed algorithm 
(see Fig. 1) allows us to discern when we are in the presence 
of a motor with two broken bars, since all the samples 
converge to the same line (see Fig. 3). 

 
 

Fig. 3.  Resulting spectral pattern obtained from position A. 
 
In Fig.3 we can also see the stepped positioning of the 

obtained patterns from each sample according to the relative 
positions, whose difference lies in the amplitude, that is: first 
position_1_2 (red), position_1_6 (black), position_1_5 
(yellow), position_1_3 (green), the above except for 
position_1_4 (blue) which reflects a total difference with the 
rest of the obtained patterns, from each sample. This result 
can be very useful for discrimination between the healthy and 
faulty cases and for the identification of the two broken bars 
case, regardless of the relative position of the broken bars. 

To prove that we are in the presence of a motor with two 
broken bars, the Pearson correlation coefficient was applied 
between the resulting patterns obtained from the 
measurements carried out in position A. The correlation 
obtained between the resulting patterns is almost 1, except on 
the case of position 1_4. Table I shows the results obtained. 
In that table, CORRE_X_X is the correlation obtained from 
each pattern with respect to the resulting pattern of the bar 

BB_1_2. The measurement BB_1_2 was taken as reference, 
but another sample could have been taken, the correlation 
will give similar values with the exception of position 1_4, 
which has a certain difference as shown in the graph of Fig.3. 
Now if we consider the mean value of the module of the 
obtained correlations, it gives as result: 0.9768 

 
TABLE I 

CORRELATION VALUES OBTAINED ACCORDING TO THE RESULTING PATTERNS. 
POSITION A 

 

CORRE_12_16 = 
 
    1.0000    0.9933 
    0.9933    1.0000 
 

CORRE_12_15 = 
  

1.0000    0.9945 
    0.9945    1.0000 
 

CORRE_12_13 = 
 
    1.0000    0.9344 
    0.9344    1.0000 
 

CORRE_12_14 = 
  
    1.0000   -0.9849 
   -0.9849    1.0000 

 

B.   Experimental results obtained from the measurement in 
position B 

As for the position B, it is verified by the resulting pattern 
(see Fig.4) that there are two broken bars and just as in the 
position A, we can discern in which relative position is the 
position 1_4 (blue) and the position 1_6 (black) which are 
differentiable from the rest of the others, since their 
correlation value is negative as well as the results of the 
measurement at position A. 

 
 

Fig. 4.  Resulting spectral pattern obtained from position B. 
 

 
With respect to the other positions, these follow a stepped 

descendently pattern as in Fig.2, although not in the same 
order. The correlation obtained between the resulting patterns 
as in position A is almost 1, except on the position 1_4 and 
position 1_6, whereby these two positions can be discerned. 
In Table 2 the results are shown. Now if we proceed in the 
same way as for position A, with the average value of the 
module of the correlations obtained, it gives as result: 
0.7309. The correlation levels obtained in the measurements 
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made in both relative positions A and B respectively, 
oscillate between 0.7 and 0.98, which can be a variable 
indicator to identify broken bars using the flux signals. 

 
TABLE II 

CORRELATION VALUES OBTAINED ACCORDING TO THE RESULTING PATTERNS. 
POSITION B 

CORRE_12_16 = 
 
    1.0000   -0.7361 
   -0.7361    1.0000 

CORRE_12_15 = 
 
    1.0000    0.8457 
    0.8457    1.0000 
 

CORRE_12_13 = 
 
    1.0000    0.7875 
    0.7875    1.0000 
 

CORRE_12_14 = 
 
    1.0000   -0.5542 
   -0.5542    1.0000 
 

 

C.   Discrimination between healthy and damaged state 
based on the spectra.  

The discrimination between healthy and faulty conditions 
can be carried out by simply comparing the corresponding 
spectra of the captured emf signals. However, this procedure 
may be influenced by the occurrence of non-adjacent 
breakages since, depending on the relative positions between 
the bars that break, the amplitudes of the fault harmonics may 
sensibly differ. However, as pointed out in previous works [8, 
10, 11,26], the analyses of the FFT spectra may be helpful at 
least to have an evidence on if the anomaly may be present. A 
rough analysis of the characteristics of the FFT spectra for 
each one of the considered positions of the sensor is 
presented below. 

 
Characteristics of the spectra for position A: 
 

• All the analyzed signals have little external 
interference or noise in the spectrum; this ripple 
noise can come from the same data acquisition 
system, from the AC line or from the sensor (see 
Figures 5 and 6). 

• The same considerations are applicable to the signals 
captured for the sensor at position A, although, in 
this case, the amplitudes of all fault harmonics are 
less significant. This is due to the lower portion of 
flux that is captured at this position (see Fig. 5). 
 
                                          (a) 

 
 

(b)

 
 

(c) 

 
 

(d) 

 
 

(e) 

 
 

(f) 

 
 

Fig. 5.  Comparison of the spectrum of the healthy motor (a), with the 
broken bars spectrum( (b) to (f) ). Relative Position: A 
 

Characteristics of the spectra for position B: 
 

• All samples have the expected fundamental harmonic at 
50Hz (see Figures 5 and 6), as well as a noticeable 150Hz 
component. 
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• Sideband components are present for all faulty cases 
although their amplitudes vary depending on the relative 
position between broken bars (maximum amplitude for 
adjacent bars, in agreement with previous works [8, 10, 
11, 26]. 

• If the low frequency regions are zoomed fault harmonics 
are detectable at components s·f and 3s·f. Once again their 
amplitudes are influenced by the relative positions of the 
breakages. But their presence may be an evidence of the 
existence of the fault. 

• The eccentricity harmonics at 25Hz and 75 Hz increase 
their amplitudes for all faulty cases but this is probably 
due to the assembly process of the rotor during the tests. 

• The spectra corresponding to positions 1_6 and 1_5 are 
very similar. The same happens between the spectra of 
the position 1_3 and 1_5. 

 
With the previously extracted characteristics, it is possible 

to distinguish visually between the spectrum of the healthy 
motor and the damaged one (see Fig.6). 

 
(a) 

 
     

    (b) 

 
     

    (c) 

 
     

     (d) 

 
     
     

 (e) 

 
    

  (f) 

 
 

Fig. 6.  Comparison of the spectrum of the healthy motor (a), with the 
broken bars spectrum ((b) to (f)). Relative Position: B  
 
 

V.   CONCLUSIONS  

This work proposes the use of induction motor stray flux 
signals for the identification of bar breakages regardless of 
their relative position. During the experiments carried out, it 
was shown that it is possible with the proposed algorithm to 
detect the fault and even distinguish the relative position of 
the bars that break. 

The proposed method is based on the frequency spectral 
subtraction of the power spectrum, furthermore it is use the 
Pearson correlation coefficient, which was applied to 
demonstrate the similarity of all the resulting patterns, 
obtained for two broken bars. 

In order to identify between healthy and damaged state, the 
analysis of the Fourier spectrum may be sufficient; the 
differences between the spectrum of the healthy motor and 
the faulty states in both positions A and B can be noticed 
visually, by means of the harmonics appearing both at lower 
frequencies and around the main component. 
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Detection of Nonadjacent Rotor Faults in Induction
Motors via Spectral Subtraction and

Autocorrelation of Stray Flux Signals
Miguel Enrique Iglesias-Martínez , Pedro Fernández de Córdoba ,

Jose A. Antonino-Daviu , Senior Member, IEEE, and J. Alberto Conejero

Abstract—In this paper, statistical signal processing techniques
are applied to electromotive force signals captured in external coil
sensors for adjacent and nonadjacent broken bars detection in in-
duction motors. An algorithm based on spectral subtraction anal-
ysis is applied for broken bar identification, independent of the
relative position of the bar breakages. Moreover, power spectrum
analyses enable the discrimination between healthy and faulty con-
ditions. The results obtained with experimental data prove that the
proposed approach provides good results for fault detectability.
Moreover, the identification of the faults, and the signal correla-
tion indicator to prove the results are also presented for different
positions of the flux sensor.

Index Terms—Fault diagnosis, flux, induction motors, signals,
spectral analysis.

I. INTRODUCTION

A recent trend in the electric motor condition monitoring
area relies on combining the information obtained from

the analyses of different machine quantities (currents, vibrations,
temperatures, etc.) to reach a more reliable conclusion about its
health. This is due to the fact that it has been proven that the
analysis of a single quantity enables to diagnose specific faults
or anomalies but it is not enough to determine the health of the
whole motor. In this context, the analysis of classical quantities
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that are well known in the industry, such as currents or vibrations,
has shown some problems or drawbacks for the diagnosis of
certain faults [1].

With regards to the condition of the rotor, neither current nor
vibration analyses have proven to be valid in all the cases that
may rise in industry; it has been reported, for instance, the oc-
casional occurrence of false indications when these techniques
are used [2]–[5]. One of the cases where these techniques have
not shown good results when detecting rotor damages is under
the presence of nonadjacent bar breakages in the rotor cage. In
this regard, over recent decades, several works have reported
problems of current-based techniques to detect such fault: in the
early 1980s Hargis et al. already pointed out that when the bro-
ken bars are separated by π/2 electrical radians, current analysis
may underestimate the number of broken bars and may even fail
to detect the defect [6]. Years later, Benbouzid [7] ratified the
previous statement, remarking that the lower sideband harmonic
(LSH) may not be discernible when the breakages occur at spe-
cific relative locations. The statement of the problem led several
authors to deepen in the physical study of the phenomenon by
developing suitable electric motor models that were aimed to
analyze the relation between the relative positions of the broken
bars and the results of motor current signature analysis (MCSA).
This is the case of [8], in which a model of a 22-bar, four-pole
machine was built considering all the potential cases of double
breakages; the authors concluded again that the amplitude of the
LSH greatly depends on the relative position between the bro-
ken bars. Other physical analyses of the problem that reached
analogous conclusions can be found in [9] and [10], while em-
pirical analyses were performed in [11]. Finally, in [12], it is
presented a physical analysis of the air gap magnetic anomaly
for the case of any double bar breakage, including multiple ex-
perimental tests that confirmed the effect of the bar breakage
location on the MCSA results. This work proved that when two
broken bars are separated by a distance equal to half the pole
pitch, the LSH amplitude can be significantly lower than that
reached for the case of only one broken bar.

In spite of the number of works dealing with the nonadjacent
broken bars issue, note that most of them are focused on present-
ing rigorous analyses of the problem which ratify the difficulties
of classical diagnosis methods. However, none of the previous
works has proposed reliable solutions to the problem, neither
based on current analysis nor on analysis of other quantities.
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More recently, several groups of authors have proposed novel
strategies that were intended to solve the nonadjacent broken
bars diagnosis issue. In this regard, Riera-Guasp et al. [13] pro-
posed a method for detecting nonadjacent bar breakages, which
relies on the study, both at steady-state and under starting, of
high-order harmonics (located at f·(5–4·s) and f·(5–6·s), with
f = supply frequency and s = slip) produced by the fault in
the stator current. The problem of this approach is that these
harmonics often have low amplitudes and are not always easily
discernible neither on the Fourier spectrum of the steady-state
current nor on the time-frequency analysis of the starting current.
On the other hand, Antonino-Daviu et al. [14] compares the per-
formance of MCSA and zero sequence current (ZSC) analysis
to detect both adjacent and nonadjacent bars. This works con-
cludes that the ZSC analysis may be promising to avoid potential
false-negative indications of MCSA. However, this method re-
quires the measurement of currents in all three motor phases (in
delta configuration) for the later computation of the ZSC, which
is not easy in many real industrial applications. In a more recent
work, Gyftakis et al. [15] proposed a reliable indicator to detect
nonadjacent broken bars based on the filtered Park’s/extended
Park’s vector approach. This method relies on monitoring the
higher harmonic index of the Park’s vector. Their results were
confirmed via multiple experimental tests. Once again, the prob-
lem is that measurement of all three currents is necessary, a
requirement that may significantly complicate the industrial ap-
plicability of the approach.

Due to the important problems of the methods relying of cur-
rent analysis to detect nonadjacent broken bars, other technolo-
gies based on alternative quantities are being explored. In this
context, in [16], it is proposed the installation of a Hall effect
sensor between two stator slots and the subsequent fast Fourier
transform (FFT) analysis of the registered data. The disadvan-
tage of this method, which proves to be effective under low slip
operating conditions, is the unpractical nature of the approach
due to the necessity of sensor installation during motor assem-
bly. However, this work demonstrates the potential of the flux
analysis for such diagnosis, even though it is focused on the
analysis of the internal flux in the machine.

An alternative flux-based method that could have a more prac-
tical feasibility would rely on the analysis of the motor stray flux.
In this regard, the study of the external magnetic field in the
vicinity of the motor has been proposed as a very interesting al-
ternative for the diagnosis of several motor faults, namely: adja-
cent rotor faults [17]–[19], eccentricities [20], [21], stator faults
[22]–[24] or even gearbox problems [25]. It has been proven
that when certain faults are present, specific harmonics are am-
plified in the Fourier spectra of the electromotive force (EMF)
signals induced in external coil sensors installed at different po-
sitions. The simplicity, low cost, and easy implementation of
the technique make it a very interesting option to complement
the information obtained with other well-known technologies,
especially considering the progressive reduction in price of the
available flux sensors that comes together with an increase of
their features [26]. Though most of the previous works related
to flux monitoring have explored the applicability of the tech-
nique under stationary conditions, some recent works have also

studied the viability of the method under transient operation,
obtaining very promising results [27]–[29].

In spite of all these advances, very few works have deepened
in the application of the stray-flux analysis technique to detect
nonadjacent broken bars in induction motors. One of the few
available papers in this topic is [30], which relies on the extrac-
tion of certain spectral flux component over time. Once again,
the main constraint is that it focuses on the amplitudes of high-
order harmonics that may not always be easily detectable.

In this work, a new algorithm to detect rotor damages, in in-
duction motors based on the analysis of stray flux signals, is
proposed. It uses a spectral pattern recognition method based
on the spectral subtraction of the power spectrum of the cap-
tured flux signals. The proposed algorithm is applied not only
to detect adjacent bar breakages, but also nonadjacent broken
bars. In this paper, different positions of the considered sen-
sor are assessed. The results, which are an extension of those
already presented in [31], show the potential of this approach,
which provides valuable information to detect nonadjacent rotor
damages. One important advantage of the proposed approach,
in comparison with other methods, is its simple implementation
and practical feasibility, since only one sensor measurement is
required. Moreover, this can be done in a non-invasive way, with-
out perturbing the operation of the machine. This is a crucial
advantage in industry, where non-invasive nature and simplicity
are crucial requirements for the massive penetration of fault di-
agnosis techniques. Finally, the method relies on clear variations
of the detected patterns which are discernible even for low fault
severity levels and that are based on the overall flux spectrum
rather than on particular harmonics that could be easily affected
by other phenomena or which may have reduced amplitudes.
The validity of the proposed approach is proven through sev-
eral experimental tests that have been developed with the aid of
an in-house built sensor that enables to measure the necessary
quantity in a simple and fast way.

II. ROTOR BAR BREAKAGE DETECTION VIA

ANALYSIS OF FLUX SIGNALS

Different authors have proven that the presence of certain
faults in the motor amplifies some components in the stray flux
spectrum [17]–[25], [32]. Most of these works proposed the use
of external coil sensors for the capture of the necessary signals
and the subsequent Fourier analysis of these signals to detect
the components amplified by rotor damages and other faults.
Regarding the detection of bar damages, in [32], it is suggested
the study of the sideband components appearing at f·(1±2·s·f)
(with s stands for the slip and f for the supply frequency) around
the main frequency component in the FFT spectrum of the cap-
tured EMF signals. More recent works such as [17] and [33]
propose the study of other components in the low frequency re-
gion of the FFT spectrum of the EMF induced in external coil
sensors; according to these authors, when rotor faults are present,
the components located at s·f and 3·s·f are amplified in that FFT
spectrum. Therefore, the study of the amplitudes of these har-
monics may become a reliable indicator of the presence of the
fault.
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Fig. 1. Block diagram of the proposed algorithm for identifying broken bars.

Although most of the works developed in the literature are
focused on the analysis of the EMF signals induced in external
coil sensors at steady-state operation of the motor, some recent
papers have explored the viability of the analysis of these signals
under the startup, obtaining very promising results [27], [28],
[34]. These works have proven that, during transient operation,
the fault components follow particular trajectories that can be
used as evidences of the failure.

The present work focuses on the flux-based detection of ro-
tor faults but considering the case of nonadjacent broken bars.
As commented above, despite several works have stated the dif-
ficulties that conventional methods have under this situation,
very few works have tried to proposed effective solutions to the
problem.

III. PROPOSED ALGORITHM

To try to achieve some recognition criteria to classify the
damages, a method based on the spectrum descending order
is applied to the signal obtained after preprocessing (output
signal after noise reduction). Later, a spectral subtraction
operation with respect to the signal of the healthy motor is also
performed [35], [36]. Finally, a moving average block is used
as a smoothing filter to eliminate impulsive components of the
spectral subtraction. The resulting algorithm given by these
processes is described in Fig. 1.

The pattern recognition algorithm is based on the use, as a
basic pattern, of the signal of the healthy motor. This is not
a serious restriction under a practical point of view, since that
signal could be obtained after motor commissioning or after
motor inspection, once the rotor is guaranteed to be healthy. In
the method, once the actual samples have been captured, they
can be compared with the healthy ones. The proposed method is
based on searching for patterns, by looking at the differences in
the spectrum of both signals (actual sample versus healthy one).
The use of the signal of the healthy motor as a signal reference is
analogous to the schemes of adaptive systems. What is obtained
at the output, is a spectral pattern that identifies the number of
broken bars present in the motor.

For finite duration discrete-time signals {x(n)}N−1
n=0 (which

represents the signal to be processed) and {y(n)}N−1
n=0 (which

represents the healthy motor signal that is taken as reference sig-
nal), both of lengthN samples, the classic method for estimation
of the power spectrum is the periodogram. The periodogram is
defined as

Pxx (f) =
1
N

∣
∣
∣
∣
∣

N−1∑

m=0

x (m) ej2πfm

∣
∣
∣
∣
∣

2

=
1
N

|X (f)|2. (1)

Fig. 2. Method to perform the proposed algorithm.

In our case, the algorithm is based on performing the power
spectrum for both signals, namely: the input signal x and the
reference signal y. Afterward, we proceed to sort the power
spectrum using descend method. The obtained results for both
signals after sorting the power spectrum are used for spectral
subtraction. The overall process to perform the proposed algo-
rithm is shown in Fig. 2.

As a final step, we propose the application of a moving average
filter for smoothing. The novelty of this algorithm relies on the
use of a reference signal which controls the entire process, in
addition to the use of spectral subtraction and the ordering of the
power spectrum. Computational complexity of the algorithm is
low, since it is based on second-order statistics.

IV. EXPERIMENTAL RESULTS

Different experiments were developed at the laboratory by
using a four-pole, 1.1-kW induction motor which was coupled
to a dc machine acting as a load. The detailed characteristics of
the tested motor and load can be found in the Appendix. Different
cage rotors (28 bars in each rotor) with diverse levels of failure
were available, so that each specific rotor could be assembled to
test the corresponding rotor fault condition. More specifically, in
this work, the considered cases are: healthy rotor and rotor with
two broken bars. In this latter case, different relative positions
between the broken bars were tested, namely: bars 1–2 broken
(adjacent broken bars), bars 1–3 broken, bars 1–4 broken, bars
1–5 broken, and bars 1–6 broken.

In each test, the machine was started until it reached the
steady-state regime. The EMF signal induced in an external coil
sensor attached to the frame of the machine was captured using a
digital YOKOGAWA DL-850 oscilloscope. The flux sensor was
built in the laboratory and was based on a coil with 1000 turns
with an external diameter of 80 mm and an internal diameter of
39 mm. Two different sensor locations were considered: Posi-
tion A (sensor attached to the lateral part of the motor frame,
in the shaft side, Fig. 3(b)) and Position B (sensor attached to
the center of the frame, Fig. 3(c)). The signals were captured
using a sampling rate of 5 kHz and the acquisition time for the
steady-state signals was 40 s. Both the experimental test bench
and the two considered sensor positions are shown in Fig. 3.

In order to detect the corresponding faulty condition, the idea
of the proposed algorithm to identify the broken bar pattern



4588 IEEE TRANSACTIONS ON INDUSTRY APPLICATIONS, VOL. 55, NO. 5, SEPTEMBER/OCTOBER 2019

Fig. 3. (a) Experimental test bench. (b) Position A of the coil sensor.
(c) Position B of the coil sensor.

is to take, as a reference, the healthy state of the motor. The
objective is to detect differences in the power spectrum, taking
into account that a motor in a healthy state will have a certain
power spectrum. When the motor is faulty, it will no longer have
the same spectrum. Hence, our method will be based on the
rearrangement of the power spectrum and spectral subtraction
to obtain an identification pattern of broken bars regardless of
the relative position of the bars.

The developed algorithm was conditioned by two goals: 1) it
should be able to distinguish between healthy and faulty cases
based on the analyses of flux data; and 2) it should be able to
detect the existence of the fault regardless of the position of the
bars that break.

A. Experimental Results Obtained From the Measurement in
Position A

Regarding Position A, the resulting pattern obtained for each
sample after the application of the proposed algorithm (see
Fig. 1) allows us to discern when we are in the presence of a
motor with two broken bars, since all the samples converge to
the same line (see Fig. 4).

In Fig. 4, we can also see the stepped positioning of the
obtained patterns from each sample according to the relative
positions, whose difference lies in the amplitude, that is: first po-
sition_1_2 (red), position_1_6 (black), position_1_5 (yellow),
position_1_3 (green), the above except for position_1_4 (blue)
which reflects a total difference with the rest of the obtained
patterns, from each sample. This result can be very useful for
discrimination between the healthy and faulty cases and for the
identification of the two broken bars case, regardless of the rel-
ative position of the broken bars.

Fig. 4. Resulting spectral pattern obtained from Position A.

TABLE I
CORRELATION VALUES OBTAINED ACCORDING TO THE

RESULTING PATTERNS: POSITION A

To prove that we are in the presence of a motor with two broken
bars, the Pearson correlation coefficient was applied between the
resulting patterns obtained from the measurements carried out
in Position A. The correlation obtained between the resulting
patterns is almost 1, except on the case of Position 1_4. Table I
shows the results obtained. In that table, CORR_POS_X_X is
the correlation obtained from each pattern with respect to the
resulting pattern of the bar BB_1_2. The measurement BB_1_2
was taken as reference, but another sample could have been
taken; the correlation will give similar values with the excep-
tion of Position 1_4, which has a certain difference as shown
in the graph of Fig. 4. Now, if we consider the mean value
of the module of the obtained correlations, it gives as result:
0.9768.

B. Experimental Results Obtained From the Measurement in
Position B

As for Position B, it is verified by the resulting pattern (see
Fig. 5) that there are two broken bars and just as in Position A,
we can discern in which relative position is Position 1_4 (blue)
and Position 1_6 (black) which are differentiable from the rest
of the others, since their correlation value is negative as well as
the results of the measurement at Position A.
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Fig. 5. Resulting spectral pattern obtained from Position B.

TABLE II
CORRELATION VALUES OBTAINED ACCORDING TO THE

RESULTING PATTERNS: POSITION B

With respect to the other broken bar relative positions (1_2,
1_3, and 1_5), these follow a stepped descendent pattern as in
Fig. 2, although not in the same order. The correlation obtained
between the resulting patterns as in Position A is almost 1, except
on Position 1_4 and Position 1_6, whereby these two positions
can be discerned. In Table II, the results are shown. Now, if we
proceed in the same way as for Position A, with the average value
of the module of the correlations obtained, it yields: 0.7309. The
correlation levels obtained in the measurements made in both
relative Positions A and B, respectively, oscillate between 0.7
and 0.98, which can be a variable indicator to identify broken
bars using the flux signals.

Note that the power spectra of Figs. 4 and 5 have been sorted
according to the amplitude in descending form, as a way to
organize the vector to evaluate the spectral subtraction, whose
objective is to obtain differences in the spectrum in relation to
the healthy state. By carrying out the spectral subtraction of the
spectra, only the components in the failure bands will remain,
since the components of fundamental frequencies as well as the
noise that may exist in the spectrum are cancelled out.

The fault components appear in the spectrum in the bands
adjacent to the fundamental frequency. When the spectrum is
sorted, the frequency components are placed in descending order
according to their amplitude value; the amplitude values of the
components where there is a fault will take a new position in

the new ordered amplitude vector, but this information is not
relevant, since what is intended is to find out a common pattern
for when there are two broken bars, regardless of their relative
position, so, in this case, the information relative to the location
in the frequency domain is not so relevant.

C. Discrimination Between Healthy and Damaged States
Based on the Spectra

The discrimination between healthy and faulty conditions can
be carried out by comparing the corresponding spectra of the
captured EMF signals. However, this procedure is influenced by
the occurrence of nonadjacent breakages since, depending on the
relative positions between the bars that break, the amplitudes
of the fault harmonics may sensibly differ [30]. However, as
pointed out in previous works [17], [33], the analyses of the
Fourier spectra may be helpful at least to have evidence that an
anomaly may be present. A rough analysis of the characteristics
of the Fourier spectra for each one of the considered positions
of the sensor (see Figs. 6 and 7) is presented next. Table III
synthesizes the conclusions of both figures and includes the case
of a single broken bar for comparison purposes.

Characteristics of the spectra for Position A are as follows.
1) All the analyses show the presence of the main rotor fault

component (LSH), which is typically used for diagnosing
the fault and that is located at f·(1–2·s). However, note
that there are clear differences between the amplitude of
this harmonic for healthy and faulty conditions, a fact that
may enable to discriminate between both conditions (see
Fig. 6).

2) Note that, for the different cases of broken bars, the am-
plitude of the LSH significantly changes. The maximum
amplitude is reached when the broken bars are consecutive
(Positions 1–2), whereas the minimum amplitudes happen
when the broken bars are at Positions 1–4 and 1–5. This
fact clearly confirms the influence of the relative position
of the broken bars on the fault component amplitude. In
any case, in spite of these differences between faulty cases,
the differences are evident versus healthy condition.

Characteristics of the spectra for Position B are as follows.
1) All samples have the expected fundamental harmonic at

50 Hz (see Fig. 7).
2) As in Position A, sideband components are present for

all faulty cases although their amplitudes vary depending
on the relative position between broken bars (maximum
amplitude for adjacent bars, in agreement with the con-
clusions of previous works focused on current analysis
[12]).

3) Again, there is a significant variation between the lower
sideband amplitude for the faulty cases. In some relative
positions, the compensation effect between both break-
ages may lead to very low amplitudes of the sideband that
may lead to difficulties for discriminating versus healthy
condition.

4) If the low frequency regions (not shown in the figures
due to space restrictions) are studied, fault harmonics are
detectable at components s·f and 3s·f [33]. Once again their
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Fig. 6. Comparison of the spectrum of (a) healthy motor, with (b)–(f) broken
bars spectra. Sensor Position: A.

Fig. 7. Comparison of the spectrum of (a) healthy motor, with (b)–(f) broken
bars spectra. Sensor Position: B.
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TABLE III
LSH FREQUENCY AND AMPLITUDE FOR EACH TESTED CONDITION

AND FOR EACH SENSOR POSITION

amplitudes are influenced by the relative positions of the
breakages. But their presence is evidence of the existence
of the fault.

In conclusion, the analyses of the spectra can enable to dis-
tinguish visually between healthy and faulty conditions but the
influence of the relative position between broken bars may make
the discrimination difficult in some cases. Due to this, the algo-
rithm proposed in the first part of this paper can be especially
useful to diagnose this situation and avoid false-negative indi-
cations.

D. Discrimination Between Healthy and Damaged States
Based on the Autocovariance Function

From the previous results based on the information of the
frequency spectrum, differences between both spectra can be
visually appreciated for the healthy and damaged states. How-
ever, it is convenient to obtain an indicator that emits a constant
or a variable value in a certain range when it is in the presence
of a healthy motor and when the motor is damaged.

In relation to this, in this section, an algorithm based on the
square value of the median of the autocovariance of the flux sig-
nal is proposed. It is decided to use the median and not the mean
value so that the amplitude peak in the flux signal has no influ-
ence at the time of the calculation of the indicator. The reason
for using the quadratic value of the median of the autocovariance
is explained by the fact that it is necessary to obtain a quantita-
tive indicator which clearly differs between healthy and faulty
conditions. Although other quantities such as the mean value,
quadratic mean of variance have been also evaluated, they have
not led to so sensitive results as the proposed quantity.

The theoretical foundations of the proposed algorithm are de-
scribed next: for a stationary periodic real signal, the autoco-
variance function of a random, stationary process {x(n)}N−1

n=0
is a measure of the dispersion of the process around its mean
value and is defined as a function dependent on the first and
second-order moments as follows:

cx2 (τ) = mx
2 (τ)− (mx

1 )
2 (2)

Fig. 8. Comparison between: (a) indicator for healthy state condition for both
sensor positions A and B and (b) indicator for broke state condition for both
sensor positions A and B.

where mx
2 (τ1) is the autocorrelation function. From the above

equation, it can be noted that if the process is of value zero
mean value, the autocovariance coincides with the autocorrela-
tion function. Then, replacing in (2) and applying second-order
statistics we have

cx2 (τ) =
1
N

N−1−τ∑

t=0

x(t) · x (t+ τ). (3)

Then, after obtaining the autocovariance function, we proceed
to calculate the square value of the median, for each sample used
in the experiment, which is as follows:

Let x1, x2, x3, . . . , xn be the data of a sample ordered in in-
creasing order and designating the median Me as: if n is odd,
the median is the value occupied by the position Me(cx2 )

=
cx

2
(τ)(n+1)

2 , then if n is not odd, the median is the arithmetic
mean of the two central values. Then, it would be

Me(cx2 )
=

cx2 (τ)(n
2 )

+ cx2 (τ)(n
2 +1)

2
.

Substituting to find out the temporary indicator

Indt =
(

Me(cx2 )

)2
. (4)

The obtained results applying the proposed algorithm as a
temporary indicator for the detection of the healthy–damaged
state of the motor are shown in Fig. 8, likewise these are sum-
marized in Table IV.

As it can be observed in Table IV, there is a notable difference
in the values of the indicator obtained for Position A with respect
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TABLE IV
VALUES OF THE INDICATOR AND MULTIPLICATION FACTOR

FOR BOTH SENSOR POSITIONS A AND B

to those obtained for Position B, even for the same condition.
This indicates that the sensor position plays an important role.
Note also that there are important differences between the value
of the indicator for healthy condition and its corresponding value
for each fault condition (second and third columns). In order
to obtain a measure of this difference, a multiplication factor is
introduced (see fourth column); it is defined as the ratio between
the value of the indicator for the corresponding faulty condition
and its value for healthy state. This ratio gives an idea of the
fault severity in comparison with the healthy condition.

Note that the relative Positions 1–3_A, 1–3_B, and 1–6_B,
respectively, are the positions where more noticeable differences
of the indicator are obtained in relation to the values obtained
for the healthy condition. For the other relative positions, the
differences are not so clear; a fact that indicates that, in addition
to the sensor position, the relative position of the broken bar also
has certain influence in the results.

V. CONCLUSION

This work proposes the use of induction motor stray flux sig-
nals for the identification of bar breakages regardless of their rel-
ative position. During the experiments carried out, it was shown
that it is possible with the proposed algorithm to detect the fault
and even distinguish the relative position of the bars that break.

The proposed method is based on the frequency spectral sub-
traction of the power spectrum and on the subsequent computa-
tion of the Pearson correlation coefficient, which was calculated
to demonstrate the similarity of all the patterns obtained for the
case of two broken bars [37], [38].

In order to identify between healthy and damaged states, a
rough analysis of the power spectrum may be sufficient in some
situations; the differences between the spectrum of the healthy
motor and the faulty states in both Positions A and B can be
noticed visually, by means of the harmonics appearing both at
lower frequencies and around the main component.

Furthermore in relation to this, a potential indicator to evalu-
ate the condition of the motor and discriminate between healthy
and damaged states has been evaluated experimentally. This in-
dicator is based on the calculation of the square value of the
median of the autocovariance function of the stray flux signal.

It is shown that there are quantitative differences in the obtained
values when evaluating the indicator for both states (healthy and
faulty) and it was demonstrated that the position of the flux sen-
sor as well as the relative position of the broken bar may have
influence at the time of calculation of the indicator. According
to the obtained results, the indicator evaluated when the sensor
is at Position B seems to be more sensitive than when the sensor
is at Position A.

APPENDIX

See Tables V and VI.

TABLE V
RATED CHARACTERISTICS OF THE TESTED MOTOR

TABLE VI
RATED CHARACTERISTICS OF THE LOAD (D.C. MACHINE)
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Abstract: The aim of this work is to find out, through the analysis of the time and frequency domains,
significant differences that lead us to obtain one or several variables that may result in an indicator
that allows diagnosing the condition of the rotor in an induction motor from the processing of the
stray flux signals. For this, the calculation of two indicators is proposed: the first is based on the
frequency domain and it relies on the calculation of the sum of the mean value of the bispectrum of
the flux signal. The use of high order spectral analysis is justified in that with the one-dimensional
analysis resulting from the Fourier Transform, there may not always be solid differences at the
spectral level that enable us to distinguish between healthy and faulty conditions. Also, based
on the high-order spectral analysis, differences may arise that, with the classical analysis with the
Fourier Transform, are not evident, since the high order spectra from the Bispectrum are immune to
Gaussian noise, but not the results that can be obtained using the one-dimensional Fourier transform.
On the other hand, a second indicator based on the temporal domain that is based on the calculation
of the square value of the median of the autocovariance function of the signal is evaluated. The
obtained results are satisfactory and let us conclude the affirmative hypothesis of using flux signals
for determining the condition of the rotor of an induction motor.

Keywords: indicator; fault diagnosis; induction motors; bispectrum; autocovariance

1. Introduction

In the electric motor condition monitoring area, there is a continuous search for new techniques
that are able to enhance the performance and to avoid the drawbacks of the currently existing ones.
In this context, the analysis of alternative machine quantities is being explored, as a way to complement
the information provided by the well-known methods that are widespread in the industry (currents
and vibrations). This is especially important, taking into consideration that no single quantity has been
proved to be reliable enough to diagnose the condition of the whole machine, and that the best option
seems to be to combine the information obtained from different sources [1–3].

Induction motor fault detection (FD) methods, such as stray flux data analysis [4–8], have specific
advantages that make them especially attractive for certain applications. Fault diagnosis and processing
techniques based on stray flux signals are completely non-invasive and their set up is relatively simple,
although the application of this approach requires a specific sensor and a priori knowledge of the
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distribution of the magnetic field around the electrical machine, which depends, in general, on the
manufacturing characteristics of the induction motor [1].

In reference [6], fault detection from the analysis of stray flux signals is based on the variation
of the amplitude versus the load of a specific harmonic for two different positions of the flux sensor.
The advantage of this method is that it does not require information about the machine behavior in a
healthy state. In reference [4], the use of an analytical model that allows us to determine the magnetic
flux approximation under conditions of healthy and faulty states for the case of a short circuit between
the stator turns and the broken bars is explained. We also refer to [7] for another method for short
circuitdetection using stray flux signals.

Fault diagnosis using stray flux signals is based on spectral analysis, through statistical methods,
of the harmonics signals obtained from the flux sensor at different relative positions. Compared with
classical methods based on analysis of currents such as MCSA (Monte Carlo Statistical Analysis), a
disadvantage is that the results may depend on the position of the sensor, and it is not possible to
theoretically establish a general rule to obtain the optimum position in the measurement. Moreover,
there are no defined thresholds to determine the severity of the fault based on the analysis of
these quantities.

In spite of the drawbacks of stray flux data analysis, the progressive cost decrement of necessary
flux sensors together with the aforementioned advantages of this technique have led to a renewed
dynamism in the research devoted to the study of this technique. Recent works have even extrapolated
its application to transient analysis, showing especial advantages in comparison with other methods [9].
Stray flux analysis is adequate to avoid occasional false indications appearing when other techniques
are applied to rotor fault detection [10]. Moreover, the suitability of stray flux analysis for non-adjacent
bar breakage detection has been explored in [11,12]. Regarding statistical analysis using stray flux
signals, an algorithm has been proposed in [13] that relies on the use of the mean value and the
standard deviation of the spectral components. Its performance has been tested with three levels of
faults, see also [14,15].

In the present work, an algorithm to determine the rotor condition of induction motors from the
analysis of stray flux signals is proposed. The detection of the healthy and faulty state conditions is
based on a time-frequency analysis of the bispectrum and of the autocovariance function. The results
are satisfactory and show the potential of this approach, which provides valuable information to
detect the state of the rotor or, at least, to supplement the information provided by other quantities,
improving the performance of classical techniques.

2. Materials and Methods

2.1. Data Acquisition

The experimental test bench was based on a 1.1 kW induction motor that was driving a direct
current generator. Stray flux measurements were obtained by registering the electromotive force
waveforms induced in an external coil sensor that was attached tovarious positions of the motor frame.
The flux sensor was a coil with 1000 turns with an external diameter of 80 mm and an internal diameter
of 39 mm.

Different operating conditions of the motor were considered. To differentiate the results by
working regimes, our samples were taken during the motor startup (the motor was fed at 60% of the
rated voltage) and at steady state (in this case the motor was fed 100% of the nominal voltage). We
have obtained eight samples of flux signals of a healthy motor and sixteen samples of flux signals
of a motor with adamaged rotor (one broken bar). All the measurements in the experiments were
taken under similar characteristics in both cases, in order to facilitate subsequent comparisons. In both
experiments, the sampling frequency was 5 kHz.

We show in Tables 1 and 2 the different conditions of the experiments for capturing the flux
signals of the healthy and faulty motors during start-up (60% of the supply voltage), as well as the
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corresponding sensor positions (see Figure 1). In these tables, NL stands for ‘No load’ whereas FL
means ‘Full Load’.

Table 1. Characteristics of the experiment for the healthy motor during start-up.

Sample Position Load Speed (r/min) Torque (Nm) Supply Voltage (%) Time (s)

0 DMA NL 988 0.49 60 1
2 DM NL 988 0.49 60 1
4 E NL 987 0.51 60 1
6 L NL 986 0.54 60 1

Table 2. Characteristics of the experiment for the damaged motor with a broken bar during start-up.

Sample Position Load Speed (r/min) Torque (Nm) Supply Voltage (%) Time (s)

0 DMA NL 985 0.49 60 1
2 DM NL 988 0.49 60 1
4 E NL 987 0.49 60 1
6 L NL 985 0.49 60 1
8 DMA FL 755 5.1 60 1

10 DM FL 750 5 60 1
12 E FL 760 5 60 1
14 L FL 765 5 60 1
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Similar experiments were carried out with the motor under permanent regime (100% of the
supply voltage). We summarize in Tables 3 and 4 the experimental conditions of the motor operation
at steady state.

Table 3. Characteristics of the experiments for the healthy motor at steady state.

Sample Position Load Speed (r/min) Torque (Nm) Supply Voltage (%) Time (s)

1 DMA NL 994 0.49 100 8
3 DM NL 994 0.48 100 8
5 E NL 995 0.51 100 8
7 L NL 995 0.5 100 8

Table 4. Characteristics of the experiment for the damaged motor with a broken bar at steady state.

Sample Position Load Speed (r/min) Torque (Nm) Supply Voltage (%) Time (s)

1 DMA NL 994 0.52 100 8
3 DM NL 994 0.53 100 8
5 E NL 994 0.55 100 8
7 L NL 997 0.58 100 8
9 DMA FL 940 6.2 100 8

11 DM FL 940 6.13 100 8
13 E FL 940 6.1 100 8
15 L FL 940 6.09 100 8
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2.2. Analysis in the Frequency Domain: Theoretical Foundation

Let {x(n)}, n = 0,±1,±2, . . . be a stationary random vector. Let us consider the high-order
moments, see [13,14],

mx
k (τ1, τ2, . . . , τk−1) = E{x(n)x(n + τ1) . . . x(n + τk−1)} (1)

that represents the moment of order k of the vector, which depends only on the different time intervals
τ1, τ2, . . . τk−1, τi = 0,±1, . . . for all i. Since, in practice cumulants are functions dependent on the
expected value, they have to be estimated, since we have a finite amount of data to process {x(n)}N−1

n=0 .
These estimators are of a stationary nature and are characterized by first- and second-order

statistical functions such as the mean value and variance. Then, let {x(n)}, n = 0,±1,±2, . . . be a
stationary process of zero mean value. The third ordercumulant is given by:

C3x(τ1, τ2) =
1
N

N2

∑
n=N1

x(n)·x(n + τ1)·x(n + τ2) (2)

where N1 and N2 are chosen in such a way that the summation involves only x(n) with n ∈ [0, N − 1],
N being the number of samples to be evaluated in the cumulant region, see [15]. Likewise, the
bispectrum is defined by the Fourier Transform of the third order cumulant, which is given by:

BN
x ( f1, f2) =

N−1
∑

τ1=−N−1

N−1
∑

τ2=−N−1
C3x(τ1, τ2)·e−2π f1τ1 ·e−2π f2τ2

= 1
N2 X( f1, f2)·X( f1)·X( f2)

(3)

where X( f ) is the Fourier Transform of the sequence {x(n)}N−1
n=0 , see [15].

For the detection of the healthy and the damaged state conditions of an induction motor, an
algorithm based on the sum of the mean value of the bispectrum absolute values (BN

x−mean( f )) of the
flux signal is proposed. From (3), we can obtain its formal description, shown as follows:

(BN
x−mean( f )) =

1
N

N

∑
i=1

∣∣∣BN
x ( f1, f2)

∣∣∣
i

(4)

where N is the number of rows of the N × N square matrix obtained from the bispectrum. The
obtained result in (4) is a 1× N vectorthat contains the average frequency values of the amplitude
bispectrum matrix of the flux signal. From the obtained result in (4), we define an indicator variable
in the frequency domain by the following expression, as the summation of every average frequency
values of the amplitude bispectrum:

Ind(f) =
N

∑
i=1

BN
x−mean( f )(i) (5)

that will be used for the detection of the healthy and faulty condition of the induction motor.

2.3. Temporal Domain Analysis

First, we process the flux signals in the time domain, using the initial data of the experiment, see
Tables 1–4. During the start-up, it is shown that the indicator variable in the frequency domainleads to
good results and a palpable difference is observed, which enables us to discriminate between healthy
and damaged state conditions of arotor. However, when the motor works at steady state, at 100% of the
rated voltage, the method based on the analysis in the frequency domain is not completely effective.

Therefore, to solve the aforementioned issues and to obtain a reliable indicator to be applied in
both situations, enabling the discrimination between healthy and damaged rotors, an algorithm based
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on the autocovariance function of the stray flux signals is proposed. This algorithm is based on the
square value of the median of the autocovariance matrix of the flux signal. The theoretical foundations
of the proposed are described below:

The autocovariance function of a random stationary process {x(n)}N−1
n=0 is a measure of its

dispersion around its mean value and is defined as a function dependent on the first- and second-order
moments as follows [16]:

Cx
2 (τ) = mx

2(τ)− (mx
1)

2 (6)

where mx
2(τ) is the autocorrelation function and

(
mx

1
)2 is the first order moment. From (6), it can be

noted that if the process is of zero mean value, the autocovariance coincides with the autocorrelation
function. Then, replacing in (6) mx

2(τ) and applying second order statistics we have:

Cx
2 (τ) =

1
N

N−1−τ

∑
t=0

x(t)·x(t + τ) (7)

Then, after obtaining the autocovariance function, we proceed to calculate the square value of the
median, for each sample used in the experiment, which is as follows [16,17]:

Let be x1, x2, x3, . . . , xn the data of an ordered sample in increasing order and designating the

median as Me, if n is odd, the median is the value that the position occupies: Me(cx
2)

=
cx

2(τ)(n+1)
2 , then

if n is pair, the median is the arithmetic mean of the two central values. Then, Me(cx
2)

would be:

Me(cx
2)

=
cx

2(τ)( n
2 )
+ cx

2(τ)( n
2 +1)

2
(8)

Substituting to find out the temporary indicator:

Indt =
(

Me(cx
2)

)2
(9)

The obtained result in (9) will be taken as the variable of indication in the time domain for the
detection of the healthy and faulty conditions in the induction motor.

3. Results

3.1. Results in the Frequency Domain

Using the data obtained in the experiments, we have applied the algorithm described in the
Section 2.2 in order to obtain the indication variable in the frequency domain, based on the bispectrum
of the flux signal. This enabled us to discriminate between the healthy and faulty conditions of an
induction motor. The bispectrum has been calculated in a window of 1024 samples, which results
in a square matrix, where the number of rows and columns coincides with the data window to be
processed, i.e., 1024 × 1024.

We have used the algorithm based on the bispectruminstead of the analysis based on the
one-dimensional Fourier transform. The reason is the following: when applying the proposed method
using the sum of the mean of the frequency spectrum absolute value, no relative differences were
observed between the healthy and the damagedstates if the one-dimensional Fourier transform is used,
as mentioned above.

This statement has been checked using sample 0 (position DMA of Table 1) corresponding to the
samples of flux signals of the healthy motor and comparing the results with sample 0 (position DMA
of Table 2) corresponding to the samples of flux signals of the motor with one broken rotor bar. The
obtained results are shown in Figure 2 and Table 5, respectively.
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Table 5. Obtained results by applying the one-dimensional Fourier Transform and calculating the
indicator (Equations (4) and (5)).

Sample Obtained Indicator in Frequency Domain

0, DMA position, healthy state 9.1160·10−4

0, DMA position, damage state (one broken bar) 8.8375·10−4

In Table 5, the difference that exists between both values of the indicator is 2.7857·10−5, which is
not significant to reliably discriminate between healthy and faulty conditions. Likewise, in Figure 2, no
relevant differences are clearly observed in the spectra of both samplesfor the same position (DMA).

Taking into consideration the previous results, we decided to use the bispectrum of the flux
signals. The algorithm based on Equations (4) and (5) was applied to obtain an indication variable
that was able to detect differences between the healthy and damaged conditions. Figure 3 shows the
bispectrum of the flux signal in the healthy state (sample 0, position DMA) and faulty state (sample 0,
position DMA).

As can be seen in Figure 3, the bispectrum has two circles corresponding to fundamental
frequency values of the form ( f1, f2), in this case (0.01,0.01), which corresponds to the frequency
of 50 Hz (normalized to 1), depicted in Figure 2, corresponding to the frequency spectrum using the
one-dimensional Fourier transform.

Similarly, around these two points there are other four circles which correspond to the frequency
values, multiples of the fundamental frequency of 50 Hz. As shown in Figure 3, there are differences
between the bispectrum of the flux signal of the healthy motor and of the damaged motor.

These six circles visualized in the contour of the bispectrum appear in all the analyzed samples,
both in the healthy and in the faulty state conditions. This can be observed in Figures 4–9.
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Figure 9. Contour of the bispectrum of the motor flux signal: (a) Sample 7 of the healthy motor, and
(b) Sample 7 of the damaged motor

In Figures 3–6 we show the differences in the bispectrum between the healthy and the damaged
motors, for the different positions at which the measurements of the flux signals were taken. Note that
in some graphs there are more substantial differences, such as in Figure 3 as well as in Figure 4c,d. The
differences depend on the position in which the measurement was taken, as well as on the load, and
on the supply, and will also depend on obtaining a more or less significant difference in relation to the
value of the indicator in the frequency domain (Equation (5)).

The calculation of the indicator in the frequency domain based on Equations (4) and (5) was
performed for the data in Tables 1–4, which correspond to the motor under healthy and faulty
conditions. The obtained results are shown in Tables 5 and 6.

Table 6. Results of the indicator in the frequency domain based on Equations (4) and (5) for the data of
the experiment with the healthy motor during start-up.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply Voltage
(%)

Time
(s) Indicator

0 DMA NL 988 0.49 60 1 30.38804
2 DM NL 988 0.49 60 1 27.28881
4 E NL 987 0.51 60 1 28.56996
6 L NL 986 0.54 60 1 26.75429
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From the results shown in Tables 6 and 7, it can be seen that for similar operating conditions, the
indicator in the frequency domain depends on the position of the sensor, as can be seen for samples 0,
4, 8 and 14. In these cases, the relative differencesare appreciable and it is possible to discern between
one state and the other. On the other hand, the difference in the values of the indicator for the other
positions, such as with samples 2 and 6, is not significant. In any case, the values of the indicator for
the faulty condition are always greater than those of the equivalent healthy one.

Table 7. Results of the indicator in the frequency domain based on Equations (4) and (5) for the data of
the experiment with the faulty motor with a broken bar, during start-up.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply Voltage
(%)

Time
(s) Indicator

0 DMA NL 985 0.49 60 1 38.15795
2 DM NL 988 0.49 60 1 28.76003
4 E NL 987 0.49 60 1 38.77947
6 L NL 985 0.49 60 1 28.88013
8 DMA FL 755 5.1 60 1 32.06025
10 DM FL 750 5 60 1 25.04451
12 E FL 760 5 60 1 23.42840
14 L FL 765 5 60 1 41.01978

On the other hand, we show in Tables 8 and 9 show the values of the indicator when the motor
works at steady-state (100% of the nominal voltage).

Table 8. Results of the indicatorin the frequency domain based on Equations (4) and (5) for the data of
the experiments with the healthy motor at steady state.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply Voltage
(%)

Time
(s) Indicator

1 DMA NL 994 0.49 100 8 1.152108
3 DM NL 994 0.48 100 8 1.192266
5 E NL 995 0.51 100 8 0.597756
7 L NL 995 0.5 100 8 0.726403

Table 9. Results of the indicator in the frequency domain based on Equations (4) and (5) for the data of
the experiments with the faulty motor with a broken bar at steady state.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply Voltage
(%)

Time
(s) Indicator

1 DMA NL 994 0.52 100 8 0.842987
3 DM NL 994 0.53 100 8 0.854711
5 E NL 994 0.55 100 8 0.975386
7 L NL 997 0.58 100 8 0.709328
9 DMA FL 940 6.2 100 8 3.707399
11 DM FL 940 6.13 100 8 3.254082
13 E FL 940 6.1 100 8 3.979508
15 L FL 940 6.09 100 8 2.998851

From the results shown in Tables 8 and 9, it is noted that the differences between the values
of the indicator in the frequency domain for healthy and faulty conditionsare not significant when
the motor works at steady state. This may be due to the fact that, during startup, certain harmonics
vary in frequency and amplitude [9]. This does not happen under the steady state regime, during
which the harmonics maintain well-defined frequencies and amplitudes, as long as the load level does
not change.
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From the results shown in the above tables, it can be deduced that, under the healthy condition,
the indicator in the frequency domainreachesa maximum value of 30.38804, and the minimum value is
0.597756. On the other hand, the indicator for the faulty condition (motor with a broken bar) ranges
between 0.709328 and 41.0198. The value of the indicator for the healthy condition never exceeds the
value of 31 for all measurements.

All the comparisons related to the values of the indicator have been carried out between
measurements that were obtained under similar operating conditions. This leads to the conclusion
that the position of the sensor plays a crucial role and that significant differences are not obtained in
every position.

3.2. Results in the Time Domain

Taking into consideration the previous results obtained in the frequency domain, a new algorithm
based on the square value of the median of the autocovariance matrix of the flux signal was proposed,
as described in Equation (8). This gives a fault detection indicator in the time domain. The results
obtained after applying this last algorithmare shown in Figure 10, and they are summarized in
Tables 10–13.
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Table 10. Results of the indicatorin the time domain, based on Equations (6)–(8), for the data of the
experiments with the healthy motor during startup.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply Voltage
(%)

Time
(s) Indicator

0 DMA NL 988 0.49 60 1 0.071959
2 DM NL 988 0.49 60 1 0.027691
4 E NL 987 0.51 60 1 0.435514
6 L NL 986 0.54 60 1 0.537173

The previous results show that there is a notable difference between the values of the indicator
when the motor works at steady-state (100% of the rated supply), but not during the start-up, when it
works at 60% of the rated supply.
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Table 11. Results of the indicator in the time domain, based on Equations (6)–(8), for the data of the
experiments with the motor with one broken bar during startup.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply Voltage
(%)

Time
(s) Indicator

0 DMA NL 985 0.49 60 1 0.003537
2 DM NL 988 0.49 60 1 0.009451
4 E NL 987 0.49 60 1 0.009606
6 L NL 985 0.49 60 1 2.046191
8 DMA FL 755 5.1 60 1 0.370122
10 DM FL 750 5 60 1 0.033363
12 E FL 760 5 60 1 0.005345
14 L FL 765 5 60 1 2227.965

Table 12. Results of the indicator, based on Equations (6)–(8), for the data of the healthy motor
experiments under the steady state regime.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply Voltage
(%)

Time
(s) Indicator

1 DMA NL 994 0.49 100 8 31.38462
3 DM NL 994 0.48 100 8 58.30218
5 E NL 995 0.51 100 8 6.948441
7 L NL 995 0.5 100 8 19.03505

Table 13. Results of the indicator, based on Equations (6)–(8), for the data of the faulty motor
experiments under the steady state regime.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply Voltage
(%)

Time
(s) Indicator

1 DMA NL 994 0.52 100 8 24.67371
3 DM NL 994 0.53 100 8 3.342042
5 E NL 994 0.55 100 8 14.26557
7 L NL 997 0.58 100 8 7.897072
9 DMA FL 940 6.2 100 8 181.7043
11 DM FL 940 6.13 100 8 190.5501
13 E FL 940 6.1 100 8 334.8858
15 L FL 940 6.09 100 8 126.3791

4. Discussion

We group the previous results with respect to the flux sensor location in order to compare the
indicator values obtained in the frequency and time domains, for different fault conditions and
operating regimes, see Tables 14 and 15.

Table 14. Results of the time and frequency indicators for the DMA position.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply
Voltage (%)

Time
(s)

Frequency
Indicator

Time
Indicator State

0
DMA NL 988 0.49

60 1
30.38804 0.071959 Healthy

DMA NL 994 0.49 38.15795 0.003537 Faulty

1
DMA NL 994 0.49

100 8
1.152108 31.38462 Healthy

DMA NL 994 0.52 0.842987 24.67371 Faulty

For the sample corresponding to the DMA position, the difference of the indicators values is
noticeable at the startup, when working in the frequency domain. The difference in the temporal
indicator between the healthy and faulty condition is preceded by a multiplication factor of 20. When
the motor works at steady-state (with 100% of the rated supply), the difference in the values of the
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time indicator is appreciable. At startup, the indicator in the frequency domain is always greater for
the faulty state; the opposite occurs with the temporary indicator at steady-state.

Table 15. Results of the time and frequency indicators for the DM position.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply
Voltage (%)

Time
(s)

Frequency
Indicator

Time
Indicator State

2
DM NL 988 0.49

60 1
27.28881 0.027691 Healthy

DM NL 988 0.49 28.76003 0.009451 Faulty

3
DM NL 994 0.48

100 8
1.192266 58.30218 Healthy

DM NL 994 0.53 0.854711 3.342042 Faulty

For the sample corresponding to the DM position, the difference of the indicators values at startup
is not as noticeable compared to the values obtained at the DMA position, when working in the
frequency domain. The difference in the time indicator between the healthy and damaged state is
preceded by a multiplication factor of 3. When the motor works at steady-state, the difference of the
time indicator is as significant as for the DMA position. At startup, the indicator in the frequency
domain is always greater for the faulty condition; the opposite occurs with the temporal indicator
at steady-state.

For the sample corresponding to the E position, there is a significant difference between the values
of the indicator in the frequency domain at the startup, as with the DMA position. The difference in the
temporal indicator between the healthy and the faulty condition is preceded by a multiplication factor
of 45. At steady-state, with 100% of the rated voltage, the differences of the temporal indicatorsare
significant. At startup, the indicator in the frequency domain is always greater for the faulty state; the
same occurs in this case for the time indicator at steady-state, contrary to what happens in positions
DM and DMA.

For the sample corresponding to the L position, the difference of the indicator at start-up is not
clearly noticeable when working in the frequency domain as with the DMA and E sensor positions.
The difference in the temporal indicator between the healthy and the faulty conditions is preceded by
a multiplication factor of 4. When working at steady-state, the difference of the temporal indicator is
significant. The indicator in the frequency domain is higher for the faulty state during start-up; the
opposite occurs with the temporal indicator at steady-state.

From the results obtained in Tables 14–17, for the four sensor positions analyzed (DMA, DM, E,
L), the following can be concluded:

• The indicator in the frequency domain for the healthy condition varies in a range of
26 ≤ Ind f ≤ 30, and for the faulty condition it varies from 28 ≤ Ind f ≤ 38 during start-up. In this
regime, the values of the indicator in the frequency domain for the healthy state are always lower
than the corresponding values for the faulty state.

• When the motor operates at steady state, the indicator in the time domain ranges from
6 ≤ Indt ≤ 58 for the healthy condition, and between 3 ≤ Indt ≤ 24 for the faulty one.

• The best results are obtained when the measurement is carried out in the DMA position, since the
values of both indicators are within the limits of obtained values.

• In order to discern between the healthy and faulty conditions, the signal obtained from the flux
sensor must first be evaluated during the start-up, for which the indicator is calculated based on
the analysis in the frequency domain. At steady-state, the signal should be better evaluated using
the time indicator.

• A diagnostic decision based on the limit values for both indicators should be finally adopted.
In order to obtain a more reliable conclusion of the rotor condition, the two indicators must
be evaluated.
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Table 16. Results of the time and frequency indicators for the E position.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply
Voltage (%)

Time
(s)

Frequency
Indicator

Time
Indicator State

4
E NL 987 0.51

60 1
28.56996 0.435514 Healthy

E NL 987 0.49 38.77947 0.009606 Faulty

5
E NL 995 0.51

100 8
0.597756 6.948441 Healthy

E NL 994 0.55 0.975386 14.26557 Faulty

Table 17. Results of the time and frequency indicators for the L position.

Sample Position Load Speed
(r/min)

Torque
(Nm)

Supply
Voltage (%)

Time
(s)

Frequency
Indicator

Time
Indicator State

6
L NL 986 0.54

60 1
26.75429 0.537173 Healthy

L NL 985 0.49 28.88013 2.046191 Faulty

7
L NL 995 0.5

100 8
0.726403 19.03505 Healthy

L NL 997 0.58 0.709328 7.897072 Faulty

The accuracy of the proposed method as a classification of the condition of the damaged-healthy
state of the induction motor depends, to a large extent, on the relative position where the measurement
is made. Although regardless of the obtained results and the relative positions of each measurement,
it can be noted that the average of the indication values obtained for the indicator in the frequency
domain never exceeds the value of 28.250275 for the healthy state and 33.644395 for the damaged
case. Similarly, if the analysis is performed for the indicator in the time domain, we have an average
value of 28.91757275 for the healthy state, and of 12.5445985 for the faulty one. That is, in an a priori
analysis, a result of the indication variable greater than these values, both for the frequency and time
domains, can be concluded as an affirmative diagnosis of failure, as shown for the cases of the DMA
and E positions.

5. Conclusions

The spectral analysis based on the bispectrum of the flux signals captured at external positions of
an induction motor was proposed in order to provide a criterion to discriminate between healthy and
faulty rotor conditions in induction motors.

To this end, an algorithm based on the sum of the mean value of the bispectrum module of the
induction motor flux signal was theoretically described and implemented.

To demonstrate the results experimentally, several real samples of flux signals were registered,
both for healthy and faulty conditions of the rotor cage, and for different operating conditions.

The proposed algorithms are based on the sum of the mean value of the bispectrum module of
the flux signal and on the square value of the median of the autocovariance function. The results have
shown they can be considered as indicators that enable us to provide a criterion for the discrimination
between healthy and faulty conditions of the motor.

We can also conclude that the position where the measurement of the flux signal is carried out is
an important factor, as well as the operating regime of the motor.

In conclusion, the study carried out in this paper implies that, with the analysis of stray flux
signals, it is possible to obtain indicator variables that discriminate between faulty and healthy motors,
which is an improvement and a complementtoexisting results obtained by using classical techniques
for the diagnosis of failures in electrical machines and, in the future, may be a contribution to the
development of portable industrial diagnostic devices.

As future work, it is proposed to carry out an estimation analysis of the accuracy of the proposed
method and to obtain an algorithm for the optimization of the relative position of the flux sensor at the
time of the measurement.
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Abstract We elaborate on the existing idea that quantum mechanics is an emergent
phenomenon, in the form of a coarse–grained description of some underlying deter-
ministic theory. We apply the Ricci flow as a technical tool toimplement dissipation,
or information loss, in the passage from an underlying deterministic theory to its emer-
gent quantum counterpart. A key ingedient in this construction is the fact that the space
of physically inequivalent quantum states (either pure or mixed) has positive Ricci cur-
vature. This leads us to an interesting thermodynamical analogy of emergent quantum
mechanics.

1 Introduction

Quantum mechanics as a statistical theory has been argued toemergefrom an underly-
ing deterministic theory [1]. Specifically, for any quantumsystem there exists at least
one deterministic model that reproduces all its dynamics after prequantisation. This ex-
istence theorem has been extended to include cases characterised by sets of commuting
beables [2]; it has also been complemented with an explicit dynamical theory [3].

Mechanisms have been presented [1, 2, 3] to explain the passage from a determin-
istic theory to a probabilistic theory. Usually they are based on a dynamical system,
the phase–space trajectories of which possess suitably located attractors (e.g., at the
eigenvalues of the given quantum Hamiltonian, or at certainconfigurations of the den-
sity matrix). These mechanisms can be thought of as an existence theorem, in that
every quantum system (with a finite–dimensional Hilbert space) possesses at least one
deterministic system underlying it.

On the other hand there are plenty of dissipation equations in physics and mathe-
matics, equations implementing the information loss that is characteristic of the pas-
sage from classical to quantum. The heat equation immediately comes to mind.

In this contribution we develop a deterministic model exhibiting dissipation, from
which quantum mechanics emerges naturally. Given a quantummechanics with a com-
plexd–dimensional Hilbert space, the Lie groupSU(d) represents classical canonical
transformations on the projective spaceCP

d−1 of quantum states. LetR stand for the
Ricci flow [4] of the manifoldSU(d− 1) down to one point, and letP denote the pro-
jection from the Hopf bundle onto its baseCPd−1. Then the underlying deterministic
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model we propose here is the Lie groupSU(d), acted on by the operationPR.
We would like to mention that additional quantum–mechanical applications of the

Ricci flow have been reported in [5, 6, 7, 8]; deterministic models of quantum mechan-
ics and closely related topics are dealt with at length in [9,10, 11, 12].

2 The Ricci flow as a (nonlinear) heat flow

Given ann–dimensional manifoldM endowed with the Riemannian metricgij , the
equation governing the (unnormalised) Ricci flow reads

∂gij
∂t

= −2Rij, i, j = 1, . . . , n, t ≥ 0, (1)

wheret is an evolution parameter (not a coordinate onM), andRij is the Ricci tensor
corresponding to the metricgij . Informally one can say that Ricci–flat spaces remain
unchanged under the flow, while positively curved manifoldscontract and negatively
curved manifolds expand under the flow. We will be interestedin the particular case of
Einstein manifolds, where the Ricci tensor and the metric are proportional:

Rij = κgij, (2)

with κ a constant. Since the metricgij is assumed positive definite, the sign ofκ
equals the sign of the Ricci tensor. Relevant examples of positively curved Einstein
manifolds are complex projective spaceCPN and the special unitary groupSU(N),
both of which will play an important role in what follows. Their respective metrics are
the Fubini–Study metric [13] and the Killing–Cartan metric[14].

Under the Ricci flow, the contraction of a whole manifold downto a point can
play the role of a dissipative mechanism. One hint that this intuition is correct comes
from the following example. Consider a 2–dimensional manifold endowed with the
isothermal coordinatesx andy. Then the metric reads

ds2 = e−f(x,y)
(

dx2 + dy2
)

. (3)

Allowing the metric to depend also on the evolution parameter t, the Ricci flow equa-
tion (1) becomes

∂f

∂t
= ∇2f. (4)

The above is formally identical to the heat equation, with one important difference,
however: the Laplacian∇2 is computed with respect to the metric (3), in which it
reads

∇2f = ef
(

∂2f

∂x2
+

∂2f

∂y2

)

. (5)

Regardless of the nonlinearity of (5), the fact that the Ricci–flow equation can be recast
as a generalisation of the heat equation is a clear hint that adissipative mechanism is at
work.
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3 The deterministic model for pure states

In this section we will consider a quantum system with a finite, complexd–dimensional
Hilbert space of quantum states, that we can identify withCd. Let C denote the phase
space of the classical model, the quantisation of which gives the quantum system un-
der consideration. For our purposes the precise nature of this classical model onC
is immaterial. Now unitary transformations on Hilbert space are the quantum coun-
terpart of canonical transformations on classical phase spaceC. We may thus regard
SU(d) as representing classical canonical transformations,Cd being the carrier space
of this representation. We are considering, as in ref. [1], the simplified case of a finite–
dimensional Hilbert space. Without loss of generality we will restrict to those canonical
transformations that are represented by unitary matrices with determinant equal to 1.

Now quantum states are unit rays rather than vectors, so in fact the true space of
inequivalent quantum states is the complex projective spaceCP

d−1. The latter can be
regarded as a homogeneous manifold:

CP
d−1 =

SU(d)

SU(d− 1)× U(1)
. (6)

In this picture we haveSU(d) as the total space of a fibre bundle with typical fibre
SU(d− 1)× U(1) over the base manifoldCPd−1. The projection map

π : SU(d) −→ CP
d−1, π(w) := [w] (7)

arranges pointsw ∈ SU(d) intoSU(d− 1)× U(1) equivalence classes[w].
Classical canonical transformations as represented bySU(d) act on the Hilbert

spaceCd. This descends to an actionα of SU(d) onCPd−1 as follows:

α : SU(d)× CP
d−1 −→ CP

d−1, α (u, [v]) := [uv]. (8)

Here we haveu ∈ SU(d), [v] ∈ CP
d−1, anduv denotesd × d matrix multiplication.

One readily checks that this action is well defined on the equivalence classes under
right multiplication by elements of the stabiliser subgroup SU(d − 1) × U(1). This
allows one to regard quantum states as equivalence classes of classical canonical trans-
formations onC. Physically,u in (8) denotes (the representative matrix of) a canonical
transformation onC, and[v] denotes the equivalence class of (representative matrices
of) the canonical transformationv or, equivalently, the quantum state|v〉.

In the picture just sketched, two canonical transformations are equivalent whenever
they differ by a canonical transformation belonging toSU(d−1), and/or whenever they
differ by aU(1)–transformation. Modding out byU(1) has a clear physical meaning:
it is the standard freedom in the choice of the phase of the wavefunction corresponding
to the matrixv ∈ SU(d). Modding out bySU(d − 1) also has a physical meaning:
canonical transformations on the(d − 1)–dimensional subspaceCd−1 ⊂ Cd are a
symmetry ofv. Therefore the true quantum state|v〉 is obtained fromv ∈ SU(d) after
modding out by the stabiliser subgroupSU(d− 1)× U(1).

We conclude that this picture contains some of the elements identified as respon-
sible for the passage from a classical world (canonical transformations) to a quantum
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world (equivalence classes of canonical transformations,or unit rays within Hilbert
space). This is so because some kind of dissipative mechanism is at work, through the
emergence of orbits, or equivalence classes. However the projection (7) is an on/off
mechanism. Instead, one would like to see dissipation occurring as a flow along some
continuous parameter. To this end we need some deterministic flow governed by some
differential equation.

We claim that we can render the projection (7) a dissipative mechanism governed
by some differential equation. This equation will turn out to be the Ricci flow (1).
Proof of this statement follows.

The Lie groupSU(d − 1) × U(1) is compact, but it is not semisimple due to
the Abelian factorU(1). Leaving theU(1) factor momentarily aside,SU(d − 1) is
semisimple and compact. As such it qualifies as an Einstein space with positive scalar
curvature with respect to the Killing–Cartan metric [14]. Now eqn. (1) ensures that
SU(d− 1) contracts to a point under the Ricci flow.

However theU(1) factor rendersSU(d − 1)× U(1) nonsemisimple. As a conse-
quence, the Killing–Cartan metric ofSU(d − 1) × U(1) has a vanishing determinant
[14]. The Ricci flow can still cancel theSU(d − 1)–factor withinSU(d), but not
theU(1) factor. After contractingSU(d − 1) to a point we are left with the space
U(1)×CP

d−1 or, more generally, with aU(1)–bundle over the base manifoldCPd−1.
ThisU(1)–bundle overCPd−1 is the Hopf bundle, where the total space is the sphere
S2d−1 in 2d− 1 real dimensions [13]. This sphere falls short of being the true space of
quantum states by the unwantedU(1)–fibre, that cannot be removed by the Ricci flow.
It can, however, be done away with by projectionP from the total space of the bundle
down to its base. The combined operation “Ricci flowR, followed by projectionP ”
acts on the stabiliser subgroupSU(d − 1) × U(1) of the initialSU(d) and leaves us
with CP

d−1 as desired. Therefore this combined operationPR acts in the same way as
the projectionπ in (7). As opposed to the latter, however, this combined operationPR
provides us with a differential equation that implements dissipation along a continuous
parameter, at least along most of the way.

4 The deterministic model for mixed states

We have so far dealt only with pure quantum states. In trying to extend our previous
analysis to mixed quantum states, we must first answer the following two questions:
What is the manifold of mixed quantum states, and what sign does its Ricci scalar
have? Mixed states can be represented by density matricesD, expressible as

D =

n
∑

j=1

|vj〉pj〈vj |, n > 1, (9)

thepj > 0 being the probability of finding the system in the pure state|vj〉. Above we
assume thatn > 1, i.e., that the state considered is not pure but truly mixed. Thepj
must add up to unity,

n
∑

j=1

pj = 1. (10)
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It turns out that the manifold of density matrices is a norm–closed (with respect to the
trace norm), convex subset of the unit sphere of the space of trace–class operators (see,
e.g., [15]). In the finite–dimensional setup considered here, all operators are trace class,
and we are left with a convex subset of the unit sphere of the space ofd× d Hermitian
matrices. Now the space ofd × d Hermitian matrices has (real) dimensiond2 − 1, so
its unit sphere isd2 − 2 (real) dimensional. The manifold of mixed states is a convex
subset of the real sphereSd2

−2. In particular, the latter has positive Ricci curvature.
On the other hand, theN–dimensional sphereSN equals the homogeneous manifold
SO(N + 1)/SO(N), so our manifold of mixed quantum states is a convex subset of

Sd2
−2 =

SO(d2 − 1)

SO(d2 − 2)
. (11)

As in the case of pure states, the special orthogonal groups in the numerator and in
the denominator above carry positive Ricci curvature with respect to the corresponding
Killing–Cartan metric [14].

Now eqn. (11) differs very little from (6), that we discussedat length in the case of
pure quantum states. One difference between these two equations is that (6) contains
the unitary groups, while (11) contains the special orthogonal groups. Another differ-
ence is that the Abelian factorU(1) in the denominator of (6) has disappeared from
(11) (one could still mod out the right–hand side of (11) by the discrete groupZ2 in
order to obtain real projective space, but the latter is not related to the space of density
matrices). One final difference between the pure and the mixed case is that the latter
does not have the full left–hand side of (11) as the space of quantum states, but only a
convex subset thereof.

All this notwithstanding, these three differences do not suffice to prevent the anal-
ysis (and the ensuing conclusions) of the case of pure quantum states from applying to
the case of mixed quantum states as well. It is interesting toobserve that mixed quan-
tum states are actually simpler to deal with than pure states, because the absence of the
Abelian factor in the denominator of (11) allows one to dispense with the projectionP
from the Hopf bundle—in fact, in the mixed case there is no Hopf bundle at all.

Having seen that the case of mixed quantum states does not differ substantially
from that of pure states, for the rest of this contribution wewill concentrate on pure
quantum states.

5 Positive curvature mimics a quantum

Our starting point was the observation that canonical transformations on classical phase
space are implemented quantum–mechanicallyas unitary transformations on the Hilbert
space of quantum states. In our finite–dimensional setup, this gave rise to a natural ac-
tion of SU(d) on Cd. This action provided us with the building blocks to construct
the deterministic system that we take to underlie the given quantum mechanics. Next,
different pieces of classical information (elements ofSU(d), or classical canonical
transformations) were arranged into quantum equivalence classes (points onCPd, or
quantum states): this procedure implements information loss, or dissipation. Quantum
states thus arose as equivalence classes of canonical transformations on classical phase
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space. However, dissipation was not implemented by means ofthe usual projection
(7) (an on/off mechanism), but rather by means of the Ricci flow (followed by the pro-
jectionP ). The rationale was that the Ricci flow provided us with a a deterministic
mechanism governed by a dissipative differential equation, that can be understood as a
flow along a continuous parameter.

In a nutshell, our deterministic model is the group manifoldSU(d), acted on by
the combined operationPR described above. HereR stands for the Ricci flow of
SU(d − 1) down to one point, andP stands for the projection from the Hopf bundle
with total spaceS2d−1 onto its baseCPd−1.

The previous conclusions can be compactly recast, somewhatin the style of news-
paper headlines, aspositive curvature mimics a quantum[16, 17]. This raises the
question, how about negative curvature? From what was said above it should be clear
that the answer is negative: negative curvaturecannotmimic a quantum, since negative
curvature causes expansion, rather than contraction to a point. Temporarily abandoning
our geometrical stance, let us take a brief thermodynamicaldetour that will lend further
support to our statement concerning negative curvature. Thermodynamics is a coarse–
grained version of an underlying microscopic theory, namely, statistical mechanics.
Coarse–graining the notion of mechanical energy in statistical mechanics gives rise to
the thermodynamical notion of heat. In our setup, the analogue of the heat equation
is the Ricci flow equation. Admittedly, the classical heat equation is linear while the
Ricci flow equation is not, but this difference will play no role here. In fact, the analogy
between these two equations goes so far, that the Ricci flow equation (1) can actually
be derived from a functionalF , called Perelman’s functional [4], which happens to be
a monotonically increasing function of the timet. ThereforeF qualifies as an entropy.
Now heat flow occurs from higher temperature to lower temperature; such a heat flow
is accompanied by an increase in entropy. This reveals what the thermodynamical ana-
logue of negative curvature must be: heat flowing fromlower temperature tohigher
temperature. This is clearly unphysical. Thus thermodynamics meets geometry in the
statement that negative curvature cannot mimic a quantum.

We would also like to point out that a related form of coarse–graining has been
put forward [18] in order to explain the emergence of quantummechanics from an
underlying deterministic theory. In fact we can provide a dictionary between our ther-
modynamical analogy, on the one hand, and the requirements imposed on the operation
of coarse–graining in ref. [18], on the other. Namely: probability conservation in [18]
corresponds to energy conservation in our thermodynamicalanalogy, while dissipation
in [18] is matched, in our picture, by increase in entropy.

Looking beyond, one could even pose the question: regardless of the sign,why
curvature at all?We have seen that Ricci–flat spaces remain unchanged under the Ricci
flow. In our thermodynamical analogy, this would correspondto no heat flow at all,
that is, to a temperature distribution satisfying the static Laplace equation∇2T = 0. A
nonvanishing (and, as we have argued, positive) value of thescalar curvature provides
us with a natural length scale: the Ricci scalar. With it, a natural notion of a quantum
comes along.
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Abstract We study the eikonal approximation to quantum mechanics on the Moyal
plane. Instead of using a star product, the analysis is carried out in terms of operator–
valued wavefunctions depending on noncommuting, operator–valued coordinates.

1 Introduction

That spacetime must stop being a continuum once sufficientlyhigh energies are reached
is by now an old notion. Already in the 1930’s, Heisenberg replaced a continuum
spacetime with a lattice, in order to tame the divergences ofquantum field theory. This
lattice broke Lorentz invariance, which later models [1] succeeded in preserving. At-
tempts to quantise gravity also lead to the introduction of afundamental length scale.
This fundamental length scale, beyond which the concept of distance becomes mean-
ingless, is called the Planck length. Replacing a continuumwith some kind of dis-
crete, or quantised, manifold, leads naturally to the conclusion that coordinates must
be operator–valued quantities.

The purpose of this paper is to analyse the eikonal (or semiclassical) approximation
to nonrelativistic quantum mechanics on the Moyal planeR2

θ, the latter being coordina-
tised by operatorsX,Y satisfying the Heisenberg algebra[X,Y ] = XY −Y X = iθ1,
with θ > 0. In particular we will need to write down the Hamilton–Jacobi equation,
and its close cousin the Schroedinger equation, on the noncommutative plane. Two
steps are involved here:
i) defining a classical mechanics on the noncommutative planeR

2
θ;

ii) quantising the classical mechanics so defined.
On an energy scale, quantisation (~ > 0) sets in well before noncommutativity (θ > 0).
In other words, in the real world one expects mechanics on a noncommutative space to
be automatically quantum, rather than classical. We will see that, in fact, stepsi) and
ii) above are inextricably linked. However, if only methodologically, we will consider

1
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the two steps above separately.
There are several alternative, though basically equivalent, approaches to physics

on noncommutative spaces. One approach, by far the most widespread, uses number–
valued coordinates and momenta (and functions thereof), while replacing the commu-
tative pointwise product of functions with a noncommutative star product [2]. Another
approach, little developed so far, uses operator–valued coordinates and momenta al-
ready from the start. Coordinates and momenta are now multiplied as matrices. In par-
ticular, operator–valued coordinates satisfy certain nontrivial commutation relations.
In this paper we will further develop this second approach: we want our wavefunctions
Ψ to be functions of the position operatorsX,Y , the latter satisfying[X,Y ] = iθ1.
This will imply that the wavefunctionΨ itself will become an operator. This property
is reminiscent of second–quantised theories. In fact it hasbeen argued [3] that (yet an-
other) approach to noncommutative quantum mechanics is provided by the 1–particle
sector of noncommutative quantum field theory; then the noncommutative wavefunc-
tion, a c–number object, arises as a matrix element of a field operator1. However we
prefer to stay within the framework of a finite number of degrees of freedom, and to try
and construct wavefunctions that are operator–valued fromthe start, without resorting
to field theory. After all, at least on commutative spaces, itis perfectly possible to for-
mulate the quantum mechanics of a finite number of degrees of freedom, in a manner
that is totally independent of quantum field theory,i.e., without embedding quantum
mechanics into an infinite number of degrees of freedom. We will see that noncommu-
tative spaces also share this possibility. One surprising outcome of our approach will
be that the mechanical action itself (the solution to the Hamilton–Jacobi equation) will
also become an operator, without second–quantising the theory.

One can turn our argument around and analyse to what extent quantum mechanics,
especiallyemergentquantum mechanics [4] and alsoemergentgravity [5, 6, 7], im-
ply a granularity of spacetime. A comprehensive expositionof emergent physics, with
extensive references, is given in the nice book [8]. The existing literature on noncom-
mutative theories (deformation quantisation, quantum mechanics, field theory, string
theory, gravity) is too vast to quote here, but we would like to mention the general refs.
[9, 10, 11, 12]. Geometric treatments of quantum mechanics have also been studied in
depth; for a sample see,e.g., [2, 13, 14, 15, 16].

Approaches to quantum theory that are primarily based on Hamilton–Jacobi equa-
tions (and generalisations thereof) are well known; we willjust mention [17] and the
many references therein. For later use we recall that classical Hamilton–Jacobi theory
on the commutative configuration spaceR2 coordinatised byx, y can be (extremely
succintly) summarised by the equations

S = −Et+
∫

pxdx+ pydy, px =
∂S
∂x

, py =
∂S
∂y

(1)

and
∂S
∂t

+
1

2m

[

(

∂S
∂x

)2

+

(

∂S
∂y

)2
]

+ U(x, y) = 0, (2)

1Of course, the previous statement also applies to theories on commutative spacetimes.
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whereU(x, y) is a potential function. We use the notationS for theclassicalaction in-
tegral on the commutative planeR2, in order to distinguish it from theoperator–valued
actionS to be introduced presently on the Moyal planeR2

θ. The same notational con-
vention applies to the classical potential functionU and to its operator–valued analogue
U , to be defined later.

This paper is organised as follows. Section 2 presents the noncommutative algebra
of position and momentum operators that our construction isbased upon. This algebra
can be unitarily represented in a number of different ways. For reasons that will become
clear presently, our favourite representation is given in terms ofnoncommutative oscil-
lator modes. The latter can be thought of as harmonic oscillators on (an auxiliary copy
of) the Moyal plane; we provide an explicit construction of these noncommutative os-
cillator modes, in some detail. Once position and momentum operatorsX,Y, PX , PY

are defined in terms of these modes, we need to define a mechanical actionS depend-
ing onX,Y, PX , PY and such that properties as close as possible to those satisfied by
its commutative counterpart (1), (2) continue to hold true.This is done in section 3.
By now we have an objectS that plays the role of the classical mechanical actionS.
HoweverS is operator–valued, because the position and momentum variables it de-
pends on are themselves operators. The next step, at least ina semiclassical analysis,
is to consider the exponential of (i times)S, and to derive the equation satisfied by the
latter, the Schroedinger equation on noncommutative space. This is done in section 4.
Despite the numerous formal analogies with quantum mechanics on the commutative
plane, there are some substantial differences that are pointed out along the way. Finally
section 5 presents some concluding remarks concerning:
i) the role of the Bopp shift and the nonequivalent Poisson structures that it relates;
ii) the commutative limit of our model;
iii) the resolution of some apparent clashes with some classicaltheorems of Wigner,
and of Stone and von Neumann;
iv) some speculations about a classical/quantum duality in noncommutative theories.

2 The noncommutative Poisson–Heisenberg algebra

2.1 The commutator algebra

The noncommutative planeR2
θ is defined as the algebra of functions of two generators

X,Y satisfying the commutator[X,Y ] = iθ1, with θ > 0. We regardR2
θ as a two–

dimensional configuration space endowed with noncommutingcoordinatesX,Y . On
the corresponding noncommutative phase spaceR4

θ,~ we have the operatorsX , Y , PX ,
PY satisfying a commutator algebra that we postulate to be

[X,Y ] = iθ1, [X,PX ] = [Y, PY ] = i~1, [PX , PY ] = [X,PY ] = [Y, PX ] = 0,
(3)

We will call the set of eqns. (3) the 2–dimensional,noncommutative Poisson–Heisenberg
algebra. The time variabletwill be taken to commute with all generatorsX,Y, PX , PY .
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It has been known for long that theBopp shift

Y 7→ Y − θ

~
PX (4)

reduces the noncommutative Poisson–Heisenberg algebra (3) to the usual Poisson–
Heisenberg algebra in two commuting space dimensions. Thisnotwithstanding, it is
instructive to work with the algebra (3). This is so because one can think of (3) as being
the commutator algebra of quantum mechanics withtwodeformation parameters—one
quantum of areaθ, one quantum of action~. Standard quantum mechanics contains
only the quantum of area on phase space,~; noncommutative quantum mechanics adds
a quantum of area on configuration space,θ. In the presence of the two quanta~ and
θ, and given a particle of massm, the quantity~2/(mθ) has the dimensions of energy.
We will see that the quantity~2/(mθ) plays an important role in what follows.

As usual we define the adjoint action of operatorA on operatorB by

adA(B) = [A,B]. (5)

The adjoint actionadA(B) behaves formally as a derivative: it is linear and satisfies
the Leibniz rule

adA (BC) = adA (B) C +B adA (C) . (6)

We also have the Jacobi identity

[adA, adB] = ad[A,B], (7)

which expresses a generalisation of the integrability property∂2f/∂x∂y = ∂2f/∂y∂x
valid for derivatives of functionsf(x, y). Replacing phase–space derivatives with ad-
joint actions will be an essential tool in our approach to noncommutative quantum
mechanics.

2.2 Commutative oscillator modes

We will first construct a Hilbert–space representation for the commutator algebra (3),
in terms ofcommutativeoscillator modes. This is of course trivial, but it will serve as
a warmup exercise for the construction in terms ofnoncommutativeoscillator modes.
Consider the usual harmonic oscillator eigenstatesφn in 1 dimension, wheren ∈ N.
The space spanned by theφn is ℓ2, the Hilbert space of complex, square–summable
sequences. In two commuting dimensionsx, y we have the eigenstatesφnm(x, y) =
φn(x)φm(y). The latter form an orthonormal basis for the Hilbert spaceℓ2 × ℓ2. Posi-
tion and momentum operatorsX ′, Y ′, P ′

X , P
′
Y can be defined on the spaceℓ2 × ℓ2 as

usual [18]: acting on the first index,

X ′φnm :=

√

θ

2

(√
n+ 1φn+1,m +

√
nφn−1,m

)

, (8)

P ′
Xφnm :=

i~√
2θ

(√
n+ 1φn+1,m −

√
nφn−1,m

)

. (9)
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For the second index we define the action ofY ′, P ′
Y similarly, with the sole difference

that the (reverse) Bopp shift (4) must be taken into account:

Y ′φnm :=

√

θ

2

(√
m+ 1φn,m+1 +

√
mφn,m−1

)

+
θ

~
P ′
Xφnm, (10)

P ′
Y φnm :=

i~√
2θ

(√
m+ 1φn,m+1 −

√
mφn,m−1

)

. (11)

One verifies that the operatorsX ′, Y ′, P ′
X , P

′
Y indeed satisfy the algebra (3). We have

denoted these operators with a prime because this representation is unsatisfactory for
our purposes. Indeed, there is nothing noncommutative about the eigenstatesφnm:
they are simply those of the harmonic oscillator on the commutative planeR2, non-
commutativity being implemented in the algebra by means of the (inverse) Bopp shift.
Instead one would like to have a representation space spanned by eigenstatesψnm of
the harmonic oscillator on the noncommutative planeR2

θ. This will be done explicitly
in section 2.4.

2.3 Interlude

Before moving on to noncommutative oscillator modes we needto recall some ele-
mentary facts [19]. Consider the spaceF of all entire functionsf : C → C such
that

f(z) =

∞
∑

n=0

cn√
n!
zn,

∞
∑

n=0

|cn|2 <∞. (12)

This space is Hilbert with respect to the scalar product

〈f |f̃〉 := 1

2πi

∫

dz∗ ∧ dz f∗(z)f̃(z)e−|z|2 , (13)

where the asterisk denotes complex conjugation, and the integral extends over allR2

with z = (x + iy)/
√
2. An orthonormal basis is given by the set of all complex

monomials

fn(z) :=
zn√
n!
, n ∈ N. (14)

The spaceF is calledBargman–Segal space. Thefn are in 1–to–1 correspondence
with the harmonic oscillator eigenstatesφn of section 2.2.

Next consider the following variant of Bargman–Segal space. Let us consider func-
tionsg : R → C such that

g(x) =

∞
∑

n=0

cn√
n!
xn,

∞
∑

n=0

|cn|2 <∞, (15)

thecn being complex coefficients. Here our functionsg are complex–valued analytic
functions of onereal variablex. CallG the space of all functions satisfying (15). A
basis forG is given by the set of all real monomials

gn(x) :=
xn√
n!
, n ∈ N. (16)
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We can define a scalar product onG by declaring these monomials to be orthonormal,

〈gn|gm〉 := δnm, n,m ∈ N, (17)

and extending the above to all elements ofG by complex linearity. This scalar product
makesG a complex Hilbert space. The difference with respect to Bargman–Segal space
F is that, the functionsg ∈ G depending on the real variablex instead of the complex
variablez, the scalar product onG is no longer given by (13), nor by its real analogue.
Indeed, given any twog, g̃ ∈ G, the analogue of (13) forG would be the integral

∫ ∞

−∞

dx g∗(x)g̃(x)e−x2

. (18)

Although this integral does define a scalar product onG, this scalar product does not
make the basis (16) orthogonal, as one readily verifies. Therefore one, and only one,
of the following properties can be satisfied:
i) the spaceG is Hilbert with respect to the scalar product (18), but the monomial basis
(16) is not orthogonal with respect to it;
ii) the spaceG is Hilbert with respect to the scalar product (17), and the monomial
basis (16) is indeed orthonormal with respect to it, but thisscalar product is not given
by the integral (18).
This being the case, we settle in favour of conditionii) above as our choice for the
Hilbert spaceG.

Finally, the construction given by eqns. (15)–(17) can be straightforwardly ex-
tended to complex–valued, analytic functions oftwo real variablesx, y. This will be
used next.

2.4 Noncommutative oscillator modes

Next we construct a unitary, Hilbert–space representationfor the algebra (3), in terms
of noncommutative oscillator modes. It will be based on the Hilbert space, just men-
tioned in section 2.3, of complex–valued, analytic functions of two real variables—but
with noncommuting, selfadjoint operatorsreplacing the real variables.

Consider first an auxiliary copyH of the Heisenberg algebra, spanned by operators
V,W,1 satisfying[V,W ] = iθ1, where bothV andW have dimensions of length.
The algebraH is realised in the standard way:V acts on auxiliary wavefunctions
h(v) by multiplication,V h(v) = vh(v), andW acts by differentiation,Wh(v) =
−iθdh/dv. That the dimension ofθ is length squared, rather than that of an action,
should not bother us, sinceH is an auxiliary construct. The corresponding Hilbert
space of the wavefunctionsh(v), also termed auxiliary, isL2(R, dv). This Hilbert
space, however, isnot the carrier space of the unitary representation of the algebra (3)
that we are looking for. To reiterate, the algebra[V,W ] = iθ1 just introduced, although
isomorphic to the subalgebra[X,Y ] = iθ1 contained in (3), acts on the auxiliary space
L2(R, dv), while the space on which the algebra[X,Y ] = iθ1 will act is about to be
defined below.

Next letU(H) denote the universal enveloping algebra ofH. By definition,U(H)
is the algebra of polynomials in the operatorsV,W,1, of arbitrarily high degree, with
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V andW satisfying[V,W ] = iθ1. Some suitable completion ofU(H), denotedU(H)
and to be constructed presently, is the space of convergent power series inV,W . We
take an arbitrary vector ofU(H) to be an expression of the form

ψ(V,W ) =
∞
∑

n,m=0

cnm√
n!m! θn+m

V nWm, (19)

where thecnm are complex coefficients, such that the above series converges (in a
sense to be specified presently). The factor(θn+m)−1/2 ensures that all summands are
dimensionless. From now we will prescribe all vectors ofU(H) to be normal–ordered,
i.e., V will alwaysbe assumed to precedeW , if necessary by applying the commutator
[V,W ] = iθ1.

A basis forU(H) is given by the vectors

ψnm(V,W ) =
1√

n!m! θn+m
V nWm, n,m ∈ N. (20)

The simplest choice for a scalar product onU(H) is to declare the basis vectors (20)
orthonormal,

〈ψn1m1
|ψn2m2

〉 := δn1n2
δm1m2

, (21)

and to extend (21) to all ofU(H) by complex linearity. Then the squared norm of the
vector (19) equals

∑

nm |cnm|2:

||ψ(V,W )||2 =

∞
∑

n,m=0

|cnm|2. (22)

Since this norm must be finite, this identifiesU(H) as the Hilbert space of square–
summable complex sequences{cnm} in two indicesn,m, the latter taken to be normal–
orderedas in (20); this defines the completion ofU(H) referred to above. It is worth-
while to observe that, although the vectors (19) are unbounded operators in their action
on the auxiliary Hilbert spaceL2(R, dv), the same vectorsdo have a finite norm as
elements of the Hilbert spaceU(H). This is so because the norm ofψ(V,W ) in (22)
is being measured by means of the complex coefficientscnm, not by means of the op-
erator norms ofV,W (themselves infinite). We will henceforth call theψnm of (20)
noncommutative oscillator modes.

The Hilbert spaceU(H) just constructed will become the carrier space of a rep-
resentation of the algebra (3). For this we need to define the action of the operators
X,Y, PX , PY on the noncommutative oscillator modes (20). We set

Xψnm :=

√

θ

2

(√
n+ 1ψn+1,m +

√
nψn−1,m

)

(23)

and

PXψnm :=
i~√
2θ

(√
n+ 1ψn+1,m −

√
nψn−1,m

)

. (24)
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For the second index we define the action ofY, PY similarly, with the sole difference
that the (reverse) Bopp shift (4) must be taken into account:

Y ψnm :=

√

θ

2

(√
m+ 1ψn,m+1 +

√
mψn,m−1

)

+
θ

~
PXψnm (25)

and

PY ψnm :=
i~√
2θ

(√
m+ 1ψn,m+1 −

√
mψn,m−1

)

. (26)

Finally, the operatorsX,Y, PX , PY so defined are Hermitian and satisfy the algebra (3)
as desired. The aboveX,Y, PX , PY are distinguished notationally from the operators
X ′, Y ′, P ′

X , P
′
Y of (8)–(11) in order to stress the fact that they are actuallydifferent

operators acting on different spaces2, even if the two sets of operators satisfy the same
algebra (3). From now on we will only work with the representation of the algebra (3)
provided by (23)–(26).

Although they will not be used here, the previous results canbe easily generalised
to higher dimensions [20].

3 The Hamilton–Jacobi equation on the Moyal plane

Our next task is to write down the Hamilton–Jacobi equation.For this we define the
following dimensionless coordinatesQA, QB and momentaPA, PB:

QA :=
1√
θ
X, PA :=

√
θ

~
PX , QB :=

1√
θ
Y −

√
θ

~
PX , PB :=

√
θ

~
PY . (27)

These operators satisfy the standard, dimensionless, Poisson–Heisenberg algebra:

[QA, PA] = [QB, PB ] = i1, [QA, QB] = [PA, PB] = [QA, PB] = [QB, PA] = 0.
(28)

One can think of the space spanned byQA, QB, PA, PB as a commutative phase space,
the only difference being that coordinates and momenta are operators onU(H). Cor-
respondingly, phase–space derivatives will be replaced with the adjoint action (5). Our
strategy will be to first write down the Hamilton–Jacobi equation on this commutative
phase space. Then we will transform the result back into the noncommutative space
spanned byX,Y, PX , PY .

A key property of the classical mechanical actionS, when expressed as a function
of the coordinates as in eqn. (1), is that it serves as a potential function for the momenta,
i.e., px = ∂S/∂x andpy = ∂S/∂y. This property must be maintained in the case un-
der consideration here, where coordinates and momenta are operator–valued, and the
adjoint action replaces the partial derivatives. Thus we need to find a Hermitian oper-
ator, that we will call theoperator–valued actionS, depending onQA, PA, QB, PB,
and such that it will yield the momenta when one takes the adjoint action with respect

2All infinite–dimensional, complex, separable Hilbert spaces being unitarily isomorphic, the above state-
ment is to be understood asdifferent realisations of Hilbert space.
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to the coordinates. In order to obtain a linear expression inthe momenta, we needS to
be a quadratic combination of the momenta. This leads one to the following operator:

S := − 1

~
Et1+

1

2
P 2
A +

1

2
P 2
B − U(QA, QB). (29)

HereU(QA, QB) is a dimensionless real function ofQA, QB, that we can look upon
as an operator–valued generalisation of the classical potential functionU(x, y) of eqn.
(2). Indeed, whatever our choice forU(QA, QB) we find

iPA = adQA
(S) , iPB = adQB

(S) (30)

as one should; the factors ofi ensure the Hermitian property. Eqns. (29), (30) are to be
regarded as the noncommutative generalisation of eqn. (1).We would like to observe
that the following consistency check on (30) is satisfied. The integrability condition
∂2S/∂y∂x = ∂px/∂y = ∂py/∂x = ∂2S/∂x∂y holds true in eqn. (1). Therefore the
operator analogue of this classical integrability condition should read

adQA
(PB) = adQB

(PA), (31)

and, indeed, this is satisfied thanks to the Jacobi identity (7).
The operator actionS is a dimensionless, Hermitian quantum operator acting on

the carrier spaceU(H). Now, in order to write down the Hamilton–Jacobi equation, a
Hamiltonian is needed. We will make a judicious choice for the Hamiltonian operator,
followed by some consistency checks to ensure that our choice is correct. We claim
that the Hamiltonian operatorH correponding to (29) is given by

H =
1

2
P 2
A +

1

2
P 2
B + U(QA, QB). (32)

The above is also a dimensionless, Hermitian operator. Replacing phase–space deriva-
tives with adjoint actions, it is reasonable to demand that the Hamilton equations of
motion be

ṖA = −adQA
(H), Q̇A = adPA

(H) ṖB = −adQB
(H), Q̇B = adPB

(H).
(33)

We find, for the Hamiltonian (32) and the canonical pairQA, PA,

adPA
(H) = −i

∂U

∂QA
, adQA

(H) = iPA. (34)

Thus Newton’s law is satisfied as it should, because

Q̈A =
d

dt
(adPA

(H)) = ad ˙PA
(H) = −[[QA, H ], H ] = −i[PA, H ] = − ∂U

∂QA
. (35)

Obviously the same holds for the other canonical pairQB, PB.
We can now write down the noncommutative Hamilton–Jacobi equation for a par-

ticle of massm on the Moyal plane, subject to the potentialU(QA, QB). It reads

∂S

∂t
+

~

mθ

[

−1

2
(adQA

(S))
2 − 1

2
(adQB

(S))
2
+ U(QA, QB)

]

= 0. (36)
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We draw attention to the negative sign preceding the squaredadjoint actions, due to
the imaginary units in (30); otherwise (36) is the natural operator generalisation of
its classical counterpart (2). The factor~/(mθ) has the dimensions of time inverse,
thus making (36) dimensionally homogeneous. We will find it useful to separate out
in (29) the piece that is proportional to the identity, thus leaving the reduced, or time–
independent, operator actionS(0):

S = − 1

~
Et1+ S(0), S(0) :=

1

2
P 2
A +

1

2
P 2
B − U(QA, QB). (37)

Then (30) becomes

iPA = adQA

(

S(0)
)

, iPB = adQB

(

S(0)
)

, (38)

which gives the time–independent Hamilton–Jacobi equation

~2

mθ

[

−1

2

(

adQA
(S(0))

)2

− 1

2

(

adQB
(S(0))

)2

+ U(QA, QB)

]

= E. (39)

Here appears the quantity~2/(mθ) mentioned in section 2.
A comment is in order. In principle one would not expect Planck’s constant~ to be

present in the Hamilton–Jacobi equation, since the latter is a classical equation, which
arises before quantisation. This much is true of theories oncommutative spaces. How-
ever, as remarked in section 1, any theory on noncommutativespace must include~
because, on an energy scale, quantum effects set in much earlier than noncommutative
effects. This being the case, the distinction betweenclassicalandquantumturns out to
be rather formal.

A more mundane explanation of the same fact is provided by thefollowing argu-
ment. The noncommutative theory depends on the dimensionful parameterθ. The
latter must enter the Hamilton–Jacobi equation. Now (36) and (39) cannot be balanced
dimensionally in terms of just one dimensionful parameter;at least one more dimen-
sionful parameter is needed for homogeneity. Planck’s constant~ does precisely that
job.

Using (27) we can now rewrite the operator action of(29) in terms ofX,Y, PX , PY :

S := − 1

~
Et1+

θ

2~2
P 2
X +

θ

2~2
P 2
Y − U(X,Y, PX). (40)

Some caution is necessary here since, in general, the potential functionU(QA, QB)
suffers from ordering ambiguities once we expressQA, QB in terms ofX,Y, PX , PY .
This requires that some ordering prescription be adopted,e.g., Weyl’s symmetrisation3.
We also observe that the potentialU in (40) can depend onPX , but not onPY , due to
the Bopp shift (4). From the time–independent operator actionS(0) of (37) we similarly
obtain

S(0) :=
θ

2~2
P 2
X +

θ

2~2
P 2
Y − U(X,Y, PX). (41)

3This is not specific to our approach in terms of operator–valued quantities, since the same ordering
ambiguities would arise if we used a star product.
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For the time–dependent Hamilton–Jacobi equation (36) we find

∂S

∂t
+

~

mθ

[

− 1

2θ
(adX(S))

2 − 1

2θ

(

adY (S)−
θ

~
adPX

(S)

)2

+ U

]

= 0, (42)

while its time–independent version (39) becomes

~2

mθ

[

− 1

2θ

(

adX(S(0))
)2

− 1

2θ

(

adY (S
(0))− θ

~
adPX

(S(0))

)2

+ U

]

= E. (43)

Altogether, eqns. (42) and (43) above reexpress the Hamilton–Jacobi equations
(36) and (39) in terms of the noncommutative variablesX,Y, PX , PY . However, in
general one should stop short of calling (42) and (43) Hamilton–Jacobi equations in
the strict sense of the word. For such to be the case, one should be able to replace
any possible occurrence ofPX with its expression in terms ofadX(S). One such
occurrence happens within the potentialU . This makes the replacement impossible, as
we see from (40), because one hasPX = ~ adX(S+U)/(iθ): in trying to eliminatePX

in favour ofadX(S), the offending term in the potentialU reappears! Moreover,PX

also shows up in the termsadPX
(S) andadPX

(S(0)), where it should also be replaced.
A moment’s reflection shows that, in fact, things are exactlyas they should. Let us

go back to eqns. (1), (2), where it is implicitly understood thatx, y, px, py satisfy the
standard Poisson algebra{x, y} = 0 = {px, py}, {x, py} = 0 = {y, px}, {x, px} =
1 = {y, py}, which is isomorphic to that in (28). All these variables arecanonical.
This fact guarantees that the replacementspx = ∂S/∂x andpy = ∂S/∂y, as well as
their operator–valued analoguesiPA = adQA

(S), iPB = adQB
(S), can be performed.

Thus (36) and (39) arebona fideHamilton–Jacobi equations. However, neither the
Bopp shift (4) nor its inverse is a canonical transformation, because the algebra satisfied
byX,Y, PX , PY differs from that satified byQA, QB, PA, PB. The latter are canonical
variables, while the former are not.

To summarise, we have written down the Hamilton–Jacobi equation using a set of
(operator–valued) canonical variablesQA, QB, PA, PB, and we have then transformed
the resulting equation using a set of noncanonical variablesX,Y, PX , PY , by means of
a diffeomorphism (the Bopp shift) that doesnot qualify as a canonical transformation.
There is no way the Moyal phase spaceR4

θ,~ can becanonicallytransformed into the
standard phase spaceR4

~
. Physically this is so because the quantum of areaθ that is

present inR4
θ,~ is absent inR4

~
. The Bopp shift respects the quantum of action~, but

not the quantum of areaθ.

4 The Schroedinger equation on the Moyal plane

In order to write down the Schroedinger equation on the Moyalplane, we will follow
the same strategy of section 3. Namely, we will first work withthe canonical variables
QA, QB, PA, PB of (27), in terms of which we will write down the Schroedingerequa-
tion; only then will we transform back to the noncommutativevariablesX,Y, PX , PY .

The Schroedinger equation we will arrive at will turn out to be valid only semi-
classically. We first need explain what one understands as the semiclassical limit of
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noncommutative quantum mechanics. In the commutative case, the semiclassical limit
is obtained as~ → 0, when the Schroedinger equation reduces to the Hamilton–Jacobi
equation. Since noncommutative quantum mechanics contains two deformation pa-
rameters~, θ, we ask what the precise regime of these parameters is that corresponds
to the eikonal approximation. We claim that the eikonal approximation corresponds to
the limit ~ → 0 andθ → 0 while holding~2/(mθ) fixed. Obviously~ must go to
zero. However, as mentioned in the introduction, noncommutative effects set in (on
an energy scale) much later than quantum effects, so~ → 0 enforcesθ → 0 as well.
Since the ratio~2/(mθ) must be held fixed for the Hamilton–Jacobi equation (36) (or
its reexpression (42)) to be well defined, this proves our claim.

To begin with, let us consider the free case,U = 0. We expect a time–independent,
semiclassical wavefunctionΦ(0) to be given by the exponential of (i times) the reduced
action of eqn. (37):

Φ(0) = exp
(

iS(0)
)

= exp

(

i

2
P 2
A +

i

2
P 2
B

)

. (44)

Using the algebra (28) we find

adQA
Φ(0) = −PAΦ

(0), adQB
Φ(0) = −PBΦ

(0) (45)

and
ad2QA

Φ(0) =
(

P 2
A − i1

)

Φ(0), ad2QB
Φ(0) =

(

P 2
B − i1

)

Φ(0). (46)

Remembering (38) we arrive at

1

2

(

ad2QA
+ ad2QB

+ 2i
)

Φ(0) = −1

2

[

(

adQA
(S(0))

)2

+
(

adQB
(S(0))

)2
]

Φ(0).

(47)
Now eqn. (39) suggests equating the right–hand side toEmθΦ(0)/~2:

1

2

(

ad2QA
+ ad2QB

+ 2i
)

Φ(0) =
Emθ

~2
Φ(0). (48)

SettingΦ := Φ(0) exp (−iEt/~) we can finally write

~
2

2mθ

(

ad2QA
+ ad2QB

+ 2i
)

Φ = i~
∂Φ

∂t
. (49)

Let us take stock. The expressionad2QA
+ ad2QB

on the left–hand side can be in-
terpreted as an operator–valued analogue of the standard Laplacian∂2/∂x2+ ∂2/∂x2.
The term2i1 can be interpreted as a constant potential, and can therefore be dropped.
As it stands, (49) is strictly equivalent to the Hamilton–Jacobi equation (36) when
U = 0, and we can declare

~2

2mθ

(

ad2QA
+ ad2QB

)

Φ = i~
∂Φ

∂t
(50)

to be the Schroedinger equation for a free particle on the Moyal plane. Modulo the fac-
tor~2/2mθ, eqn. (50) is formally identical to the standard Schrodinger equation. How-
ever it must be borne in mind that its structure is substantially different. Eqn. (50) is
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not the expression of an operator acting on a vector, to produce another vector. Rather,
it expresses an equality between operators. By the same token, its time–independent
form (48) is not a eigenvalue equation for a vector, but an eigenvalue equation for the
eigenoperatorΦ(0). (This is the operator analogue of the star–eigenvalue equations;
see,e.g., ref. [21]). Last but not least, we recall that no approximation has been made
in order to reproduce the Hamilton–Jacobi equation from theSchroedinger equation,
as (50) and (36) are strictly equivalent whenU = 0. We will see presently that this
equivalence will also remain in the interacting case, at least in the semiclassical limit.

In the presence of a potentialU , the natural generalisation of (50) is

~2

2mθ

[

ad2QA
+ ad2QB

+ U(QA, QB)
]

Ψ = i~
∂Ψ

∂t
. (51)

We look for semiclassical solutions to (51) in the formΨ := Ψ(0) exp (−iEt/~), where
Ψ(0) is suggested by (37):

Ψ(0) := exp
(

iS(0)
)

= exp

[

i

2
P 2
A +

i

2
P 2
B − iU(QA, QB)

]

. (52)

Unfortunately there is no neat expression for the analoguesof (45) and (46) whenU is
nontrivial. One can power–expand the exponential (52) and act with adQA

, adQB
term

by term, but the presence of a nonconstantU(QA, QB) prevents a tidy rearrangement
of the result into any manageable expression. This is ultimately due to the fact that,
whenU is nonconstant, (52) doesnot factorise as

exp

(

i

2
P 2
A +

i

2
P 2
B

)

exp [−iU(QA, QB)] . (53)

In turn, the impossibility of the factorisation (53) is due to the nonvanishing of the
following commutators:

[P 2
A, U ] = −iPA

∂U

∂QA
− i

∂U

∂QA
PA, [P 2

B, U ] = −iPB
∂U

∂QB
− i

∂U

∂QB
PB . (54)

However, we should remember that the commutators (54) have been computed using
the dimensionless algebra (28). When one reinstates powersof ~, one immediately
sees that the right–hand sides of (54) areO(~). In the semiclassical limit considered
throughout in this paper, one may drop terms of order~ while keeping~2/(mθ) fixed.
We may thus approximate the right–hand sides of (54) by zero.In this limit, the wave-
function (52) can be approximated by its factorised form (53):

Ψ(0) ≃ exp

(

i

2
P 2
A +

i

2
P 2
B

)

exp [−iU(QA, QB)] . (55)

Using the semiclassical wavefunction (55), one sees that the reasoning from eqn. (45)
to eqn. (50) continues to hold true in the presence of the potentialU(QA, QB). In this
way one establishes that the operator wavefunctionΨ := Ψ(0) exp (−iEt/~) satisfies
the Schroedinger equation (51). For the latter we claim validity within the semiclassical
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regime only, given the approximation made in (55). Moreover, as was already the case
for the free particle, the Schroedinger equation (51) in thepresence of a potentialU is
strictly equivalent to the Hamilton–Jacobi equation (36).In this sense, the difference
between these two equations lies in the choice one makes for the quantity one works
with, i.e., either the actionS or its exponential. We should also add that the reverse
order for the factors in (55) would be justified just as well inthe semiclassical limit.
Within the accuracy of this limit, it is actually a matter of choice which exponential
appears on the left and which one on the right.

As a final step, we need to recast the Schroedinger equation (51) in terms of the
noncommutative variablesX,Y, PX , PY . This is readily done: using (27) we perform
the replacement

ad2QA
+ ad2QB

=
1

θ
ad2X +

1

θ
ad2Y − 2

~
adPX

adY +
θ

~2
ad2PX

(56)

in (51). This gives

~2

2mθ

[

1

θ
ad2X +

1

θ
ad2Y − 2

~
adPX

adY +
θ

~2
ad2PX

+ U(X,Y, PX)

]

Ψ = i~
∂Ψ

∂t
.

(57)
The samecaveatdiscussed at length after eqn. (43) applies to (57) as well.

5 Discussion

In this paper we have taken some first steps towards a head–on approach to quantum
mechanics on noncommutative spaces, an approach that has been demanded and stud-
ied to some extent in the literature [22]. The novelty lies inthe attempt to express
wavefunctions purely in terms of operator–valued coordinates, rather than in terms of
c–valued functions that are multiplied together by means ofa star product. The under-
lying logic is as follows. CoordinatesX,Y on the Moyal plane are operators satisfying
[X,Y ] = iθ1. This implies that wavefunctionsΨ, as functions ofX,Y , must also
be operators. This represents a radical departure from the viewpoint of deformation
quantisation, where noncommutativity lies hidden under the star product of c–valued
wavefunctions. Not only wavefunctions, but the mechanicalaction itself (the solution
to the Hamilton–Jacobi equation) must become an operator. This is totally natural
since, at least in the semiclassical limit, one expects the mechanical action to be pro-
portional to the logarithm of the wavefunction. If the latter is an operator, so must be
the former.

The strategy followed in writing down the Hamilton–Jacobi and the Schroedinger
equations on the Moyal plane involves three steps. The first step is to use the Bopp shift
(4), in order to transform the original noncommutative variablesX,Y, PX , PY (satisfy-
ing the algebra (3)) into dimensionless variablesQA, QB, PA, PB (satisfying the alge-
bra (28)). In terms of the latter there is a well–defined procedure for writing down the
Hamilton–Jacobi equation. The second step is to pass therefrom to the Schroedinger
equation. This second step involves some generally accepted guesswork4. The third,

4This guesswork is sometimes summarised in the statement that first quantisation is a mystery, second
quantisation is a functor.
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and final, step, is to undo the Bopp shift and transform the equations so obtained back
into the original noncommutative variablesX,Y, PX , PY . The Bopp shift is a dif-
feomorphism that doesnot qualify as a canonical transformation. However we need
canonical variables in order to first write down the Hamilton–Jacobi equation, which
one later uses as a bridge to the Schroedinger equation. As explained in detail towards
the end of section 3, it is impossible tocanonicallytransform the Moyal phase space
R4

θ,~ into the standard phase spaceR4
~
. Physically this is so because the quantum of

areaθ that is present inR4
θ,~ is absent inR4

~
. The existence of the two quanta~ andθ

leads to the existence of a natural energy scale~2/(mθ) (for any given particle mass
m), which is absent in standard quantum mechanics.

A key element in our construction is provided by the noncommutative oscillator
modesψnm of section 2.4. Theψnm are quantum mechanical wavefunctions of a
harmonic oscillator defined on (an auxilary copy of) the Moyal plane. Asθ → 0, the
ψnm must be replaced with the commutative oscillator modesφnm of section 2.2 (the
φnm are standard oscillator modes onR2). Finally settingθ = 0 but

√
θ = 1 (as befits

the fact that
√
θ > θ whenθ → 0) we see that eqns. (23) to (26) respectively become

eqns. (8) to (11): this is the commutative limit.
The symmetry algebra (the commutator algebra of section 2.1) is realised unitarily

on the Hilbert spaceU(H) spanned by the noncommutative oscillator modesψnm. The
latter are not to be confused with the true quantum statesΨ of the theory. We thus meet
a situation in which the quantum statesΨ of the theory donotsupport a representation
of the symmetry algebra—in apparent violation of Wigner’s theorem. There is how-
ever no violation, because Wigner’s theorem implicitly assumes a commutative space.
The statesψnm that support a representation of the symmetry algebra are intermediate
states in our construction, while the true quantum statesΨ, being operator–valued and
thus noncommutative, are not bound by Wigner’s theorem to furnish a representation.
Similar arguments apply to the Stone–von Neumann theorem asapplied to the subal-
gebra[X,PX ] = i~ = [Y, PY ]. This latter theorem is also not violated since it too
presupposes a commutative space.

The following thoughts, of a somewhat speculative nature, are collected here to
conclude. It was mentioned in the introduction, and also right after the Hamilton–
Jacobi equation (39) that, in the presence of noncommutativity, the distinction between
classicalandquantumturns out to be somewhat formal, devoid of physical content.
This is so because, in principle, one does not expect Planck’s constant to arise at the
level of the classical Hamilton–Jacobi equation—but the fact is, it does arise. There is
also no way one can have apurely classicalnoncommutative theory because quantum
effects set in much earlier, on an energy scale, than noncommutative effects. Moreover,
when the potential is constant on the Moyal plane, the Schroedinger equation (for the
exponential of the action operator) and the Hamilton–Jacobi equation (for the action
operator alone) are actually equivalent. This is in marked contrast with the case of com-
mutative quantum mechanics, where the same equivalence holds only semiclassically.
In the interacting case on the Moyal plane this equivalence (between Schroedinger and
Hamilton–Jacobi) is generally lost (of course, it continues to hold in the semiclassical
limit). One is thus tempted to call this state of affairs aclassical/quantum dualityof
noncommutative quantum mechanics. It is interesting to observe that analogous ef-
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fects have been reported in [7, 8, 23]. Although the latter refer to somewhat different
contexts, they are by no means totally different from ours. One is also reminded of
the UV/IR mixing of noncommutative field theories [24]. Altogether, we find these
similarities very suggestive.

AcknowledgementsJ.M.I. thanks Max–Planck–Institut für Gravitationsphysik, Albert–
Einstein–Institut (Golm, Germany), for hospitality. Thiswork has been supported by
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We present an explicit construction of a unitary representation of the commutator algebra satisfied
by position and momentum operators on the Moyal plane.

1. Introduction

There has been a lot of activity recently around physics on noncommutative spaces (for
reviews see, e.g., [1, 2] and references therein). Quite naturally, this has been accompanied
by research into the foundations of quantum mechanics on noncommutative spaces. As was
already the case in the early days of quantummechanics, one key question is how to represent
the symmetry algebra of the problem under consideration. The symmetry algebra encodes
the kinematics, regardless of the dynamics. Classically the kinematics is summarised by the
Poisson brackets {qi, qj} = 0, {pi, pj} = 0, {qi, pj} = δij , while quantum-mechanically the latter
become commutators for the operators Qi, Pj ,

[
Qi,Qj

]
= 0,

[
Pi, Pj

]
= 0,

[
Qi, Pj

]
= i�δij . (1.1)
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A celebrated theorem of Stone and von Neumann [3] establishes that all unitary rep-
resentations of the commutator algebra (1.1) are unitarily equivalent to that given by
(complex infinite-dimensional, separable) Hilbert space, with position operators Qi acting
multiplicatively on the wavefunctions and momentum operators Pj acting by differentiation
of the same wavefunctions.

When space becomes noncommutative, the commutators [Qi,Qj] = 0 develop nonzero
terms on their right-hand sides. For simplicity let us restrict our attention to the 2-dimensional
case. We will also assume the simplest form of noncommutativity, namely, that given by the
Moyal plane: [X, Y] = iθ1, with θ > 0. The corresponding symmetry algebra that replaces
(1.1) above is expressed in (2.1) below. Then a natural question to ask is what becomes of the
Stone-von Neumann theorem on the Moyal plane. Although this issue has been addressed in
the literature [4], here we offer an alternative viewpoint. Specifically, we provide an explicit
construction of a unitary representation of the symmetry algebra (2.1) on the Moyal plane, in
terms of noncommutative oscillator modes. This representation will be used in an approach
to quantum mechanics on the Moyal plane [5], an approach that has been demanded in
the literature [6] and developed to some extent [7–11]. The idea underlying this approach
is the following. Coordinates X, Y on the Moyal plane are actually self-adjoint operators
on Hilbert space. Now one expects quantum-mechanical wavefunctions to depend on the
space coordinates. If the latter are operators, then wavefunctions too must be operators. This
requires one to first identify a unitary representation on which X, Y , as selfadjoint operator-
valued coordinates, act and satisfy the symmetry algebra (2.1). In this paper we tackle
this problem, leaving the construction of operator-valued wavefunctions for a forthcoming
publication [5].

2. The Noncommutative Poisson-Heisenberg Algebra

2.1. The Commutator Algebra

The noncommutative plane �2
θ
is defined as the algebra of functions of two generators X,

Y satisfying the commutator [X, Y] = iθ1, with θ > 0.We regard�2
θ as a two-dimensional con-

figuration space endowed with noncommuting coordinatesX, Y . On the corresponding non-
commutative phase space �4

θ,�
we have the operators X, Y , PX , PY satisfying a commutator

algebra that we postulate to be

[X, Y] = iθ1, [X, PX] = [Y, PY ] = i�1, [PX, PY ] = [X, PY ] = [Y, PX] = 0. (2.1)

We will call the set of (2.1) the 2-dimensional, noncommutative Poisson-Heisenberg algebra. The
time variable t will be taken to commute with all generators X, Y , PX , PY . We would like
to observe that positing the above algebra amounts to positing the symplectic structure first
derived in [12]. One can then show that choosing the standard (quadratic in momentum)
Hamiltonian, the systemwill carry the so-called exoticGalilean symmetry (for a recent review
see [13]).

It has been known for long that the Bopp shift

Y �−→ Y − θ

�
PX (2.2)
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reduces the noncommutative Poisson-Heisenberg algebra (2.1) to the usual Poisson-
Heisenberg algebra in two commuting space dimensions.

2.2. Commutative Oscillator Modes

We will first construct a Hilbert-space representation for the commutator algebra (2.1), in
terms of commutative oscillator modes. This is of course trivial, but it will serve as a warmup
exercise for the construction in terms of noncommutative oscillator modes. Consider the usual
harmonic oscillator eigenstates φn in 1 dimension, where n ∈ �. The space spanned by
the φn is �2, the Hilbert space of complex, square-summable sequences. In two commuting
dimensions x, y we have the eigenstates φnm(x, y) = φn(x)φm(y). The latter form an
orthonormal basis for the Hilbert space �2 × �2. Position and momentum operators X′, Y ′,
P ′
X , P

′
Y can be defined on the space �2 × �2 as usual [14]: acting on the first index,

X′φnm :=

√
θ

2

(√
n + 1φn+1,m +

√
nφn−1,m

)
,

P ′
Xφnm :=

i�√
2θ

(√
n + 1φn+1,m −√

nφn−1,m
)
.

(2.3)

For the second index we define the action of Y ′, P ′
Y similarly, with the sole difference that the

(reverse) Bopp shift (2.2) must be taken into account:

Y ′φnm :=

√
θ

2

(√
m + 1φn,m+1 +

√
mφn,m−1

)
+
θ

�
P ′
Xφnm,

P ′
Yφnm :=

i�√
2θ

(√
m + 1φn,m+1 −

√
mφn,m−1

)
.

(2.4)

One verifies that the operators X′, Y ′, P ′
X, P

′
Y indeed satisfy the algebra (2.1). We have

denoted these operators with a prime because this representation is unsatisfactory for our
purposes. Indeed, there is nothing noncommutative about the eigenstates φnm: they are
simply those of the harmonic oscillator on the commutative plane �2 , noncommutativity
being implemented in the algebra by means of the (inverse) Bopp shift. Instead one would
like to have a representation space spanned by eigenstates ψnm of the harmonic oscillator on
the noncommutative plane �2

θ
. This will be done explicitly in Section 2.4.

2.3. Interlude

Before moving on to noncommutative oscillator modes we need to recall some elementary
facts [3]. Consider the space F of all entire functions f : � → � such that

f(z) =
∞∑

n=0

cn√
n!
zn,

∞∑

n=0
|cn|2 <∞. (2.5)
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This space is Hilbert with respect to the scalar product

〈
f | f̃

〉
:=

1
2πi

∫
dz∗ ∧ dz f∗(z)f̃(z)e−|z|

2
, (2.6)

where the asterisk denotes complex conjugation, and the integral extends over all �2 with
z = (x + iy)/

√
2. An orthonormal basis is given by the set of all complex monomials

fn(z) :=
zn√
n!
, n ∈ �. (2.7)

The space F is called Bargmann-Segal space. The fn are in 1-to-1 correspondence with the
harmonic oscillator eigenstates φn of Section 2.2.

Next consider the following variant of Bargmann-Segal space. Let us consider func-
tions g : � → � such that

g(x) =
∞∑

n=0

cn√
n!
xn,

∞∑

n=0
|cn|2 <∞, (2.8)

the cn being complex coefficients. Here our functions g are complex-valued analytic functions
of one real variable x. Call G the space of all functions satisfying (2.8). A basis for G is given
by the set of all real monomials

gn(x) :=
xn√
n!
, n ∈ �. (2.9)

We can define a scalar product on G by declaring these monomials to be orthonormal,

〈
gn | gm

〉
:= δnm, n,m ∈ �, (2.10)

and extending the above to all elements of G by complex linearity. This scalar product makes
G a complex Hilbert space. The difference with respect to Bargmann-Segal space F is that,
the functions g ∈ G depending on the real variable x instead of the complex variable z, the
scalar product on G is no longer given by (2.6), nor by its real analogue. Indeed, given any
two g, g̃ ∈ G, the analogue of (2.6) for G would be the integral

∫∞

−∞
dx g∗(x)g̃(x)e−x

2
. (2.11)

Although this integral does define a scalar product on G, this scalar product does not
make the basis (2.9) orthogonal, as one readily verifies. Therefore one, and only one, of the
following properties can be satisfied:

(i) the space G is Hilbert with respect to the scalar product (2.11), but the monomial
basis (2.9) is not orthogonal with respect to it;
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(ii) the space G is Hilbert with respect to the scalar product (2.10), and the monomial
basis (2.9) is indeed orthonormal with respect to it, but this scalar product is not
given by the integral (2.11).

This being the case, we settle in favour of condition (ii) above as our choice for the Hilbert
space G.

Finally, the construction given by (2.8)–(2.10) can be straightforwardly extended to
complex-valued, analytic functions of two real variables x, y. This will be used next.

2.4. Noncommutative Oscillator Modes

Next we construct a unitary, Hilbert-space representation for the algebra (2.1), in terms of
noncommutative oscillator modes. It will be based on the Hilbert space, just mentioned
in Section 2.3, of complex-valued, analytic functions of two real variables—but with
noncommuting, selfadjoint operators replacing the real variables.

Consider first an auxiliary copy H of the Heisenberg algebra, spanned by operators
V ,W , 1 satisfying [V,W] = iθ1, where both V andW have dimensions of length. The algebra
H is realised in the standard way: V acts on auxiliary wavefunctions h(v) by multiplication,
Vh(v) = vh(v), and W acts by differentiation,Wh(v) = −iθdh/dv. That the dimension of θ
is length squared, rather than that of an action, should not bother us, since H is an auxiliary
construct. The corresponding Hilbert space of the wavefunctions h(v), also termed auxiliary,
is L2(�,dv). This Hilbert space, however, is not the carrier space of the unitary representation
of the algebra (2.1) that we are looking for. To reiterate, the algebra [V,W] = iθ1 just
introduced, although isomorphic to the subalgebra [X, Y] = iθ1 contained in (2.1), acts on
the auxiliary space L2(�,dv) while the space on which the algebra [X, Y] = iθ1 will act is
about to be defined below.

Next let U(H) denote the universal enveloping algebra of H. By definition, U(H) is
the algebra of polynomials in the operators V , W , 1, of arbitrarily high degree, with V and
W satisfying [V,W] = iθ1. Some suitable completion of U(H), denoted U(H) and to be
constructed presently, is the space of convergent power series in V , W . We take an arbitrary
vector of U(H) to be an expression of the form

ψ(V,W) =
∞∑

n,m=0

cnm√
n!m! θn+m

V nWm, (2.12)

where the cnm are complex coefficients, such that the above series converges (in a sense to
be specified presently). The factor (θn+m)−1/2 ensures that all summands are dimensionless.
From now we will prescribe all vectors of U(H) to be normal-ordered, that is, V will always
be assumed to precedeW , if necessary by applying the commutator [V,W] = iθ1.

A basis forU(H) is given by the vectors

ψnm(V,W) =
1√

n!m! θn+m
V nWm, n,m ∈ �. (2.13)
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The simplest choice for a scalar product on U(H) is to declare the basis vectors (2.13) ortho-
normal,

〈
ψn1m1 | ψn2m2

〉
:= δn1n2δm1m2 , (2.14)

and to extend (2.14) to all ofU(H) by complex linearity. Then the squared norm of the vector
(2.12) equals

∑
nm|cnm|2:

∥
∥ψ(V,W)

∥
∥2 =

∞∑

n,m=0
|cnm|2. (2.15)

Since this norm must be finite, this identifiesU(H) as the Hilbert space of square-summable
complex sequences {cnm} in two indices n, m, the latter taken to be normal-ordered as in (2.13);
this defines the completion of U(H) referred to above. It is worthwhile to observe that,
although the vectors (2.12) are unbounded operators in their action on the auxiliary Hilbert
space L2(�,dv), the same vectors do have a finite norm as elements of theHilbert spaceU(H).
This is so because the norm of ψ(V, W) in (2.15) is being measured by means of the complex
coefficients cnm, not by means of the operator norms of V , W (themselves infinite). We will
henceforth call the ψnm of (2.13) noncommutative oscillator modes.

The Hilbert space U(H) just constructed will become the carrier space of a
representation of the algebra (2.1). For this we need to define the action of the operators
X, Y, PX, PY on the noncommutative oscillator modes (2.13). We set

Xψnm :=

√
θ

2

(√
n + 1ψn+1,m +

√
nψn−1,m

)
,

PXψnm :=
i�√
2θ

(√
n + 1ψn+1,m −√

nψn−1,m
)
.

(2.16)

For the second index we define the action of Y , PY similarly, with the sole difference that the
(reverse) Bopp shift (2.2) must be taken into account:

Yψnm :=

√
θ

2

(√
m + 1ψn,m+1 +

√
mψn,m−1

)
+
θ

�
PXψnm,

PYψnm :=
i�√
2θ

(√
m + 1ψn,m+1 −

√
mψn,m−1

)
.

(2.17)

Finally, the operators X, Y , PX , PY so defined are Hermitian and satisfy the algebra (2.1) as
desired. The above X, Y , PX , PY are distinguished notationally from the operators X′, Y ′, P ′

X ,
P ′
Y of (2.3)–(2.4) in order to stress the fact that they are actually different operators acting on

different spaces (all infinite-dimensional, complex, separable Hilbert spaces being unitarily
isomorphic, the above statement is to be understood as different realisations of Hilbert space),
even if the two sets of operators satisfy the same algebra (2.1).

It is worth pointing out that the oscillator representation given above bears a close
similarity with the one constructed in [15] from the nonrelativistic limit of anyons.
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3. Higher Dimensions

The previous results can be easily generalised to higher-dimensional Moyal spaces. Let us
outline the main results in dimension 3. Here the noncommutative Poisson-Heisenberg
algebra reads

[X, Y] = [Y,Z] = [Z,X] = iθ1, [X, PX] = [Y, PY ] = [Z, PZ] = i�1, (3.1)

all other commutators vanishing identically. For simplicity we have assumed the generators
so normalised that there is just one independent noncommutativity parameter θ. The Bopp
shift that reduces (3.1) to the standard Poisson-Heisenberg algebra is

Y �−→ Y − θ

�
PX, Z �−→ Z +

θ

�
PX − θ

�
PY . (3.2)

The algebra (3.1) contains three independent copies of the noncommutative plane. Therefore
we will need three auxiliary copies H1, H2, and H3 of the Heisenberg algebra of Section 2.4,
the jth copy having generators Vj ,Wj satisfying

[
Vj,Wj

]
= iθ1, j = 1, 2, 3. (3.3)

We convene to associate the index values j = 1, 2, 3 with the respective commutators [X, Y] =
iθ1, [Y,Z] = iθ1, and [Z,X] = iθ1, each one of which spans a copy of the Moyal plane.
Following (2.13), the noncommutative oscillator modes ψnjmj corresponding to the jth copy
of the Moyal plane are

ψnjmj :=
1

√
nj !mj !θnj+mj

V
nj
j W

my

j , nj ,mj ∈ �, j = 1, 2, 3. (3.4)

The above ψnjmj provide a complete orthonormal set for the space U(Hj). Position and
momentum operators X(1), Y (1), PX(1) , PY (1) can be defined on U(H1) as in Section 2.4; by
the same token we define the action of Y (2), Z(2), PY (2) , PZ(2) on U(H2), and the action of Z(3),
X(3), P (3)

Z , P (3)
X on U(H3).

Next consider the tensor product space

U(H1) ⊗U(H2) ⊗U(H3). (3.5)

A complete orthonormal set on this product space is given by the tensor product states

ψnm := ψn1m2 ⊗ ψn2m2 ⊗ ψn3m3 , n,m ∈ �
3 , (3.6)

where n = (n1, n2, n3) and m = (m1, m2, m3). We can extend the above position and mo-
mentum operators to act on all of U(H1) ⊗ U(H2) ⊗ U(H3) in the obvious way. Namely,
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X(1) on U(H1) is extended as X(1) �→ X(1) ⊗ 12 ⊗ 13, while Y (2) on U(H2) it is extended as
Y (2) �→ 11 ⊗ Y (2) ⊗ 13 and so forth. In this way all 3 sets of position and momentum operators

X(1), Y (1), P
(1)
X , P

(1)
Y , Y (2), Z(2), P

(2)
Y , P

(2)
Z , Z(3), X(3), P

(3)
Z , P

(3)
X , (3.7)

each one of them initially defined to act only on the correponding space U(Hj), is now
defined on the tensor product space (3.5). We will not distinguish notationally between the
operators (3.7) and their extensions to the tensor product space (3.5). On the latter we finally
define

X :=
1√
2

(
X(1) +X(3)

)
, PX :=

1√
2

(
P
(1)
X + P (3)

X

)
,

Y :=
1√
2

(
Y (1) + Y (2)

)
, PY :=

1√
2

(
P
(1)
Y + P (2)

Y

)
,

Z :=
1√
2

(
Z(2) + Z(3)

)
, PZ :=

1√
2

(
P
(2)
Z + P (3)

Z

)
.

(3.8)

One verifies that the operators (3.8), acting on the tensor product states (3.6), indeed satisfy
the algebra (3.1) as desired.

Wewould like to remark that the commutator relations (3.1) break rotation invariance.
However, the latter can be restored if the constant parameter θ is promoted to a vector-valued
function of the momentum, whenever this function is divergence-free in momentum space
[13, 16].

4. Discussion

In this paper we have constructed a unitary representation for the symmetry algebra (2.1).
This latter algebra encodes the kinematics of quantum mechanics on the Moyal plane,
regardless of whatever specific dynamics one wishes to consider. This representation has
noncommutative oscillator modes as its building blocks. Such oscillator modes are the
noncommutative analogues of ordinary harmonic oscillators on the commutative plane �2 .
We have also sketched how to generalise these noncommutative oscillator modes to higher
dimensions, provided that the space noncommutativity is always of the Heisenberg-algebra
type.

As stated in the introduction, the purpose of these noncommutative oscillator modes
is to use them in a novel approach to quantum mechanics on noncommutative spaces. This
approach does not make use of c-number valued wavefunctions that are multiplied together
by means of a star-product. Rather, one looks for operator-valued wavefunctions already
from the start [6]. Once space coordinates are operators, since wavefunctionswill be functions
of the coordinates, wavefunctions themselves will become operator-valued. The analysis
carried out here is a necessary first step towards that goal.

Looking beyond, a feature of emergent phenomena is that they arise as some
form of coarse-grained, or thermodynamical, description of some microscopic physics that
one does not have complete control of [17]. This much is true in general, and also of
quantum mechanics in particular [18–21], even before introducing noncommutativity. Now
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space noncommutativity also introduces a form of coarse graining, due to the existence
of the quantum of area θ—not on phase space, but on configuration space. In this sense,
noncommutative quantum mechanics also falls within the category of emergent physics.
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Abstract: We elaborate on existing notions of contact geometry and Poisson geometry as applied
to the classical ideal gas. Specifically, we observe that it is possible to describe its dynamics using
a 3-dimensional contact submanifold of the standard 5-dimensional contact manifold used in the
literature. This reflects the fact that the internal energy of the ideal gas depends exclusively on its
temperature. We also present a Poisson algebra of thermodynamic operators for a quantum-like
description of the classical ideal gas. The central element of this Poisson algebra is proportional
to Boltzmann’s constant. A Hilbert space of states is identified and a system of wave equations
governing the wavefunction is found. Expectation values for the operators representing pressure,
volume and temperature are found to satisfy the classical equations of state.

Keywords: ideal gas; poisson geometry

1. Introduction

The link between differential geometry and thermodynamics has provided deep insights.
Motivated by the theory of relativity, early treatises presenting a geometric approach to
thermodynamics appeared already in the 1930s [1]. More recently we have witnessed the use of
Riemannian geometry [2–7], contact geometry [8–11], Poisson and symplectic formulations [12],
Finsler geometry [3], symmetric spaces [13] and generalised complex geometry [14], among others.

Conversely, the theory of gravity, a paradigmatic example of a physical theory drawing heavily
on differential geometry, has achieved remarkable breakthroughs recently thanks to its extensive use of
a thermodynamic approach [15–17]; for topical reviews and more extensive references see, e.g., [18,19].

In this paper we touch upon issues related to the contact geometry and to the Poisson geometry
of the classical ideal gas. Concerning contact geometry [20], we make the observation that its
standard 5-dimensional contact manifoldM can be reduced to a 3-dimensional contact submanifold.
Concerning Poisson geometry [20], we propose that classical thermodynamic variables be regarded as
operators on a Hilbert space of quantum-like states.

(i) The contact geometry of the classical ideal gas is usually described using a 5-dimensional
contact manifoldM that can be endowed with the local coordinates U (internal energy), S (entropy),
V (volume), T (temperature) and p (pressure). This description corresponds to a choice of the
fundamental equation, in the energy representation, in which U depends on the two extensive variables
S and V, i.e., U = U(S, V), the conjugate variables being

T =
∂U
∂S

, −p =
∂U
∂V

. (1)
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Then the standard contact form onM reads

α = dU + TdS− pdV. (2)

It is however well known that the internal energy of the ideal gas can be taken to depend only
on the temperature T. This is achievable by means of a Legendre transformation, but it does not
account for the reduction in the number of variables that U depends on. In this paper we show
that, in the particular case of the ideal gas, a change of variables can be identified in configuration
space (coordinatised by S, V) that reduces the fundamental equation to an expression U = U(x),
where x = x(S, V) is a single coordinate. Supplemented with its corresponding conjugate variable px,
the contact form on this 3-dimensional contact submanifold S (coordinatised by x, px, U) now reads

β = dU + pxdx. (3)

(ii) Concerning the Poisson geometry of the ideal gas, we propose that classical thermodynamic
variables be regarded as operators on a Hilbert space of quantum-like states. Promoting functions to
operators is in fact a natural thing to do, once fluctuations have been described using path integrals [21]
in the spirit of [22]. We call our analysis quantum-like, by which we mean that a quantum formalism is
being used in order to analyse classical thermostatics. Indeed we will see that Planck’s quantum of action h̄
is absent altogether, its role being played instead by Boltzmann’s constant kB.

2. The PDE’s of State of the Ideal Gas

Let us consider a number N of particles of ideal gas (monoatomic for simplicity). Its fundamental
equation in the energy representation U = U(S, V) reads [23]

U(S, V) = U0 exp
(

2S
3NkB

)(
V0

V

)2/3
, (4)

with U0, V0 certain fiducial values. Each one of the two equations defining the conjugate variables in
Equation (1) qualifies as an equation of state. One can introduce Poisson brackets on the 4-dimensional
Poisson manifold P (a submanifold of M) spanned by the coordinates S, V and their conjugate
variables T, −p, the nonvanishing brackets being

{S, T} = 1, {V,−p} = 1. (5)

(Our definition of the Poisson brackets {· , ·} follows that of ref. [20]). Given now an equation
of state

f (p, T, . . .) = 0, (6)

we will substitute the canonical variables (1) into it, in order to obtain

f
(
−∂U

∂V
,

∂U
∂S

, . . .
)
= 0. (7)

We call (7) a partial differential equation of state (for short, PDE of state).
There are two independent conjugate variables, hence two independent equations of state.

The definition of the pressure p = −∂U/∂V, plus Equation (9) below, yield the well-known law

pV = NkBT, (8)

while the relation T = ∂U/∂S yields the equipartition theorem,

U =
3
2

NkBT. (9)
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In turn, Equations (8) and (1) yield the first PDE of state,

V
∂U
∂V

+ NkB
∂U
∂S

= 0, (10)

while Equations (9) and (1) yield the second PDE of state

U − 3
2

NkB
∂U
∂S

= 0. (11)

One readily integrates the system (10) and (11) to obtain the fundamental Equation (4) we started
off with.

The successive changes of variables

v := ln
(

V
V0

)
, s :=

S
NkB

(12)

and

x := s− v, y := s + v, (13)

transform the PDE’s of state (10) and (11) into

∂U
∂y

= 0 (14)

and

U − 3
2

∂U
∂x

= 0 (15)

respectively. The solution to (14) and (15) reads

U = U(x) = U0 exp
(

2x
3

)
. (16)

In particular, U does not depend on y. This reflects the well-known fact that the internal energy
of an ideal gas can be taken to depend exclusively on the temperature T. It must be realised, though,
that the change to T as the one independent variable involves a Legendre transformation in phase space,
which is not the case in (12), (13). Instead, the above change of variables can be performed without
exiting configuration space. Computing the conjugate variable px corresponding to the variable x
we find

px =
∂U
∂x

=
2
3

U. (17)

Since x is dimensionless, px has the dimensions of energy. Now comparing to the temperature T
as computed from Equation (4),

T =
∂U
∂S

=
2

3NkB
U, (18)

we arrive at the equality of the two variables px and T, modulo Boltzmann’s constant to correct the
different dimensionalities:

px = NkBT. (19)

The other canonical variable, py = ∂U/∂y, vanishes identically by virtue of the PDE of state (14).
We are thus left with a 3-dimensional contact submanifold S (coordinatised by x, px and U) of

the initial 5-dimensional contact manifoldM (coordinatised by U, S, V, T and −p). The contact form
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β on S given in Equation (3) can be readily shown to equal the restriction, to the submanifold S ,
of the contact form α onM given in Equation (2):

α = β on S . (20)

3. The Wave Equations of the Ideal Gas

Application of the canonical quantisation rules to the PDE (7) will produce a quantum-like wave
equation. Initially, this canonical quantisation will be carried out on a 2-dimensional Lagrangian
submanifold (the configuration space spanned by S and V) of the 5-dimensional contact manifoldM.
At a later stage we will apply the changes of variables (12) and (13) in order to directly quantise a
1-dimensional Lagrangian submanifold (the configuration space spanned by x) of the 3-dimensional
contact manifold S . The two procedures (quantisation and reduction) will be seen to commute.

3.1. Quantum Commutators

Promoting the real functions S, V, T, p to Hermitian operators on a Hilbert space, the Poisson
algebra of Functions (5) becomes the Poisson-Lie algebra of operator commutators

[S, T] = q1, [V,−p] = q1, q ∈ C, (21)

where [X, Y] := XY−YX by definition. The right-hand side contains a quantum of energy q and the
identity operator 1. For reasons that will soon become apparent we will assume our ideal gas to be in
thermal equilibrium with a bath kept at a constant temperature TB, so we can write

q = zNkBTB, (22)

where kB is Boltzmann’s constant and z ∈ C a free parameter.
Assume that S and V are represented as multiplication operators on quantum-like wavefunctions

ψ(S, V). Then the conjugate variables act on ψ by differentiation,

T = −q
∂

∂S
, p = q

∂

∂V
. (23)

Modulo operator-ordering ambiguities, substituting the variables (23) into the equations of state
(8) and (9) produces two time-independent wave equations that quantum-like states ψ(S, V) must
satisfy. As we will prove, the solutions to these wave equations will automatically be L2-integrable
on configuration space [S0, S1]× [V0, V1]. Square integrability of ψ ensures that |ψ(S, V)|2 belongs to
L1([S0, S1]× [V0, V1]), as befits a thermodynamic probability distribution.

3.2. Thermodynamic Wave Equations

Next we apply the quantum rules (23) to the equations of state (8) and (9). Three possible orderings
for the operators V and p are Vp, pV and Weyl’s (Vp + pV)/2; the simplest one, that we will use here,
is Vp. Therefore quantum-like states will be simultaneous solutions to(

V
∂

∂V
+ NkB

∂

∂S

)
ψ(S, V) = 0 (24)

and (
U(S, V) +

3q
2

NkB
∂

∂S

)
ψ(S, V) = 0. (25)

The above system is solved by

ψq(S, V) = exp
(
−1

q
U(S, V)

)
(26)
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with an arbitrary value of the parameter q = zNkBTB; equivalentely z runs over the whole complex
plane C.

Some particular choices of z in (26) deserve attention. The value z = 1 leads to the real exponential

ψz=1(S, V) := exp
(
−U(S, V)

NkBTB

)
, (27)

while z = i yields the complex exponential

ψz=i(S, V) := exp
(

i
U(S, V)

NkBTB

)
. (28)

The above states are distinguished in the sense that they are reminiscent of analogous exponentials
arising in statistical mechanics and quantum mechanics, respectively.

3.3. The Wave Equations on the Reduced Phase Space

At the quantum-like level, the reduction of the phase space from the 5-dimensionalM to the
3-dimensional S takes place exactly as at the classical level. Namely, the change of variables (12),
(13) transforms the system (24), (25) into

∂ψ

∂y
= 0 (29)

and (
U(x) +

3q
2

∂

∂x

)
ψ = 0, (30)

where U(x) was already identified in Equation (16). The above is solved by

ψq(x) = exp
(
−1

q
U(x)

)
, (31)

in agreement with our previous result (26). In particular, the y-dependence drops out as before.
Now the internal energy is defined modulo the addition of a real constant,

U(x)→ U(x) + C, C ∈ R. (32)

This symmetry reflects the global invariance of the (unnormalised) wavefunction ψq under the
action of C∗, the multiplicative group of nonzero complex numbers:

ψq(x)→ exp(−C/q)ψq(x). (33)

As announced above the two procedures, quantisation and reduction, commute in our case.

4. Discussion

Classical thermostatics is governed by a system of partial differential equations of state,
the integral of which yields the fundamental equation of the thermodynamic system under
consideration. In the case of the ideal gas, the PDEs of state are Equations (10) and (11), their solution
being given by Equation (4).

In this work we have established that the classical PDEs of state for the ideal gas have a set
of quantum-like counterparts, the wave Equations (24) and (25). Their integral, Equation (26),
is the wavefunction of a quantum-like description of the ideal gas. Summarising, one can say that the
quantum-like wavefunction is the exponential of the classical fundamental equation of the ideal gas. This is in
perfect analogy with corresponding notions in WKB quantum mechanics.
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One can find a coordinate change that transforms the relevant equations into a reduced form.
Under reduced we understand that the equations involve the least number of variables; geometrically
this corresponds to the reduction from the initial 5-dimensional phase spaceM to a 3-dimensional
subspace S . For the classical PDEs of state this reduced form is (15); its corresponding quantum-like
equation is (30). Instead of two real coordinates S, V one is left with just one coordinate x that the
fundamental equation U = U(x) and the wavefunction ψq = ψq(x) depend on. We have succeeded in
finding a coordinate transformation without exiting configuration space (see Equations (12) and (13)) that
reduces the number of independent variables the internal energy depends on. So the phase space of
the classical ideal gas is a 3-dimensional contact submanifold S of the standard 5-dimensional contact
manifoldM. This reduction is a feature of the classical ideal gas that need not (and generally will not)
hold for other thermodynamic systems. We should stress, however, that this dimensional reduction
from 5 to 3 implies information loss. Inverting this dimensional reduction (i.e., returning from 3 to 5
dimensions) cannot be done without prior knowledge of the equation of state.

The quantum commutators (21) lead to the uncertainty relations ∆S∆T ≥ |q|/2, ∆p∆V ≥ |q|/2.
As opposed to the quantum-mechanical uncertainty relation ∆x∆p ≥ h̄/2, the quantum q carries
the dimensions of energy (Boltzmann’s constant kB multiplied by the temperature TB of the bath).
Moreover, since TB is arbitrary, the quantum q may be taken to be arbitrarily small. This is a
fundamental difference with respect to quantum mechanics. A model containing both Planck’s
constant h̄ and Boltzmann’s constant kB has been considered in ref. [24].

For any fixed value of the central element q in the quantum Poisson algebra, the space of solutions
to the wave equation is a 1-dimensional subspace of the Hilbert space L1([S0, S1]× [V0, V1]). Moreover,
there is a whole C’s worth of central elements q for the quantum Poisson algebra (21). In quantum
theory, the Hilbert space L2([S0, S1] × [V0, V1]) provides a unitary representation of the quantum
Poisson algebra (21); for this it is necessary (though not sufficient) that the quantum q be pure
imaginary [25]. Unitarity of this representation implies that observable quantities are represented by
Hermitian operators. Thus unitarity is ruled out for the quantum states with q ∈ R, such as the state
(27). How does the the state (28) fare?

Let us recall [25] that periodic boundary conditions on the wavefunction, ψ(a) = ψ(b), ensure
hermiticity of −i∂/∂x on L2([a, b]). In the absence of periodicity, the Hermitian property is generally
not guaranteed. However the state (28) is not periodic on [S0, S1]× [V0, V1]. The inevitable conclusion
is that, whatever the value of q, we are forced to deal with a non-Hermitian theory. Now the Hermitian
property of operators is a sufficient (but not a necessary) condition to ensure that expectation values
are real [25]. Fortunately, the relevant expectation values in the states (26) are all real. This follows by
taking the scalar product of Equations (24) and (25) with ψq. In this way classicality is recovered in
the form of Eherenfest’s theorem [26] for the expectation values of the relevant operators entering the
equations of state.

In the presence of a gravitational field, thermal fluctuations have been argued to be
indistinguishable from quantum fluctuations [27]. Admittedly, quantum is Hermitean while thermal is
not, and the loss of unitarity reported above reflects this fact. In this work we have shown that, in the
thermodynamics of the ideal monoatomic gas, one can go a long way replacing thermal with quantum
without noticing the difference.
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Abstract: The holographic principle sets an upper bound on the total (Boltzmann) entropy content of
the Universe at around 10123kB (kB being Boltzmann’s constant). In this work we point out the existence
of a remarkable duality between nonrelativistic quantum mechanics on the one hand, and Newtonian
cosmology on the other. Specifically, nonrelativistic quantum mechanics has a quantum probability fluid
that exactly mimics the behaviour of the cosmological fluid, the latter considered in the Newtonian
approximation. One proves that the equations governing the cosmological fluid (the Euler equation
and the continuity equation) become the very equations that govern the quantum probability fluid
after applying the Madelung transformation to the Schroedinger wavefunction. Under the assumption
that gravitational equipotential surfaces can be identified with isoentropic surfaces, this model
allows for a simple computation of the gravitational entropy of a Newtonian Universe. In a first
approximation, we model the cosmological fluid as the quantum probability fluid of free Schroedinger
waves. We find that this model Universe saturates the holographic bound. As a second approximation,
we include the Hubble expansion of the galaxies. The corresponding Schroedinger waves lead to a
value of the entropy lying three orders of magnitude below the holographic bound. Current work
on a fully relativistic extension of our present model can be expected to yield results in even better
agreement with empirical estimates of the entropy of the Universe.

Keywords: Boltzmann entropy; holographic bound; Newtonian cosmology

1. Introduction

There is a widespread belief that the continuum description of spacetime as provided by
general relativity must necessarily break down at very short length scales and/or very high
curvatures. A number of very different approaches to an eventual theory of quantum gravity have been
presented in the literature; these candidate theories are too varied and too extensive to summarise here.
Suffice it to say that whatever the atoms of spacetime may turn out to be, at the moment there exists
a large body of well-established knowledge concerning the thermodynamics of spacetime. For recent
advances in this direction, as well as a more detailed bibliography, we refer the reader to the original
articles [1–4] as well as the review papers [5,6].

The overall picture that emerges is that of a continuum description after some appropriate
coarse-graining of some underlying degrees of freedom (the atoms of spacetime mentioned above).
Even if the precise nature of the latter is unknown as of yet, one can still make progress following
a thermodynamical approach: one ignores large amounts of detailed knowledge (e.g., the precise
motions followed by the atoms of a gas) while concentrating only on a few coarse-grained averages
(e.g., the overall pressure exerted by the atoms of a gas on the container walls). This way of approaching
the problem has come to be called the emergent approach.

In the emergent approach to spacetime presented in Reference [7], gravity qualifies as an entropic
force. Roughly speaking, this is the statement that we do not know the fundamental degrees of
freedom underlying gravity, but their overall macroscopic effect is that of driving the system under
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consideration in the direction of increasing entropy. If gravitational forces are entropy gradients, then
gravitational equipotential surfaces can be identified with isoentropic surfaces. This insight justifies
identifying the gravitational potential and the entropy function (up to dimensional factors).

Recalling the arguments of Reference [7], a classical point particle approaching a holographic
screen causes the entropy of the latter to increase by one quantum kB. We will replace the classical
particle of Reference [7] with a density of particles representing the (baryonic and dark) matter
contents of a hypothetical Newtonian Universe. This volume density will be identified with the
squared modulus of a nonrelativistic wavefunction ψ satisfying the Schroedinger equation. Let U
denote the gravitational potential. Once dimensions are corrected (using h̄ and kB), the expectation
value 〈ψ|U|ψ〉 becomes the quantum-mechanical analogue of the entropy increase caused by a classical
particle approaching a holographic screen in Reference [7]. Therefore, the expectation value 〈ψ|U|ψ〉
becomes a measure of the gravitational entropy of the Universe when the matter of the Universe is described by
the wavefunction ψ.

The next question is to determine the Newtonian potential U governing the Universe as a whole.
Of course, even within the Newtonian approximation, U necessarily appears as a very rough average.
We can, however, find guidance in the Hubble expansion of the Universe [8–10], which holds reasonably
well over cosmological distances. This receding behaviour of the galaxies can be easily modelled by a
phenomenological potential; namely, an isotropic harmonic potential carrying a negative sign:

UHubble(r) = −
H2

0
2

r2. (1)

As the angular frequency, we take the current value of Hubble’s constant H0 (thus, UHubble has the
dimensions of energy per unit mass, or velocity squared). The potential UHubble encodes the combined
effect of the gravitational attraction, and of the repulsion caused by the dark energy on the matter
content of the Universe (baryonic and dark matter). We can therefore identify the Hubble potential
UHubble of Equation (1) with the gravitational potential U in the previous paragraph.

Following Reference [11], let us briefly recall why UHubble in fact combines a Newtonian gravitational
attraction plus a harmonic repulsion (See Equation (9.14 b) of Reference [11]), the right-hand side
of which is the force that one would obtain by differentiation of our Equation (1). The fact that
Reference [11] defended the steady state theory—the rival that lost against the currently accepted big
bang theory—has no bearing on this discussion, as the Newtonian limit is the same). In the Newtonian
limit considered throughout this paper, the gravitational attraction is computed by applying Gauss’
law to a sphere filled with a homogeneous, isotropic density of matter. Then, the gravitational field
within the sphere turns out to be proportional to the position vector, so the corresponding potential
becomes a quadratic function of the position. Altogether, the total potential at any point within the
cosmological fluid is the sum of two harmonic potentials; Hubble’s constant H0 is the frequency of this
total harmonic potential.

In this way, the Newtonian space R3 is foliated by a continuous succession of concentric spheres
with growing radii. Each one of these spheres qualifies as a gravitational equipotential surface.
By what was said above, these surfaces are also isoentropic surfaces, the gradients thereto pointing
in the direction of the gravitational force. The negative sign in Equation (1) expresses the essential
fact that this net force is repulsive instead of attractive. Already at the classical level, this potential
possesses no state of least energy—a problem that resurfaces at the quantum level, as the nonexistence
of a stable vacuum state [12]. What saves the day is the crucial observation that, in fact, our observable
Universe is finite in size, instead of extending over all of R3. The current value R0 of the radius of the
observable Universe provides us with a natural cutoff. In this way, a stable vacuum state is guaranteed
to exist.
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2. Newtonian Cosmology as a Quantum Mechanics

The Poisson equation satisfied by the nonrelativistic gravitational potential U created by a mass
density ρ,

∇2U = 4πGρ, (2)

arises naturally in the weak-field limit of Einstein’s field equations. In this limit (also called the
Newtonian approximation), the (baryonic and dark) matter contents of the Universe are modelled as an
ideal fluid (see, e.g., [13]) satisfying the Poisson Equation (2) as well as the continuity equation

∂ρ

∂t
+∇ · (ρv) = 0 (3)

and the Euler equation
∂v
∂t

+ (v · ∇) v +
1
ρ
∇p− F = 0. (4)

In Equations (3) and (4), ρ is the volume density of fluid mass, p is the pressure, v is the
velocity field within the cosmological fluid, and F the force per unit volume acting on the fluid.
The cosmological principle requires that the velocity v be everywhere proportional to the position
vector r. This latter statement is nothing but Hubble’s law, which one can mimic by means of the
phenomenological potential (1). Indeed, the latter satisfies the Poisson Equation (2),

∇2UHubble = −3H2
0 , (5)

the right-hand side corresponding to a negative mass density ρ = −3mH2
0 /(4πG).

In Reference [14], we have pointed out the existence of a remarkable duality between nonrelativistic
quantum mechanics on the one hand, and Newtonian cosmology on the other (we thank a referee for drawing
our attention to Reference [15]). Specifically, nonrelativistic quantum mechanics has a quantum
probability fluid that exactly mimics the behaviour of the cosmological fluid—the latter considered in
the Newtonian approximation. One proves that Equations (3) and (4)—which govern the cosmological
fluid—become the very equations that govern the quantum probability fluid after applying the
Madelung transformation. The inclusion of the Hubble potential as an external force acting on the
quantum system then yields Equation (2).

The duality just mentioned can be used to compute thermodynamical quantities of the Universe using
standard quantum mechanics. In the introduction, we have argued that the operator R2 = X2 + Y2 +

Z2—which is proportional to the Hubble potential (1)—is a measure of the amount of gravitational
entropy enclosed by the Universe. Correcting dimensions by means of the appropriate physical
constants, the operator

S := N kBmH0

h̄
R2 (6)

qualifies as a Boltzmann entropy. Above m is the total mass (baryonic and dark) of the observable
Universe. A dimensionless factor N is left undetermined by these simple arguments; we generally
expect N to be of order unity. We call S the gravitational entropy operator.

The present paper is a continuation of—and an improvement on—our previous article [14]. Let us
examine this point in more detail. Within the scope of the approximations considered here, the effective
Hamiltonian operator Heff acting on the wavefunction ψ(r) that models the cosmological fluid is

Heff = −
h̄2

2m
∇2 − keff

2
r2, keff = mH2

0 . (7)

Above, we have defined the effective elastic constant keff corresponding to the Hubble potential (1).
The amount of mass mV contained within a volume V equals mV = m

∫
V d3x|ψ|2; the whole observable

Universe is a sphere of radius R0 (we collect our cosmological data m, H0, R0 from Reference [16]).



Entropy 2018, 20, 83 4 of 8

Considering the Universe as a sphere with finite radius has the advantage that the instabilities [12]
due to the negative sign of the potential are avoided naturally. Although the Hamiltonian (7) can be
diagonalised and its exact eigenfunctions can be obtained explicitly [14,17], the latter are extremely
cumbersome for explicit computations. As a first step, for the sake of simplicity, in Reference [14] we
obtained the expectation value 〈S〉 using a set of eigenfunctions of the free Hamiltonian −h̄2∇2/(2m).

The analysis performed in this paper uses the exact eigenfunctions of the effective Hamiltonian (7);
this improves on the results of our calculation of Reference [14]. The values thus obtained will be closer
to actual (empirical) estimates for the entropy of the Universe [18], so the upper bound Smax ∼ 10123kB
set by the holographic principle will no longer be saturated. Specifically, we will refine the results of our
previous Reference [14] by three orders of magnitude; see Equations (20) and (26) below. Further work
is required in order to extend our results beyond the Newtonian limit [19]; this extension will hopefully
yield values in even better agreement with existing estimates.

3. Estimate of the Entropy

Let us separate variables in the effective Hamiltonian (7) using spherical coordinates. The standard
factorisation ψ(r) = R(r)Ylm(θ, ϕ) leads to a radial wave equation

1
r2

d
dr

(
r2 dR

dr

)
− l(l + 1)

r2 R +
2m
h̄2

(
E +

keff
2

r2
)

R = 0. (8)

The choice l = 0 imposed by the cosmological principle leads to

r2 d2R
dr2 + 2r

dR
dr

+
2m
h̄2

(
Er2 +

mH2
0

2
r4

)
R = 0. (9)

As shown in References [14,17], two linearly independent solutions of (9) turn out to be

R(1)
α (r) = exp

(
iβ2r2

2

)
1F1

(
3
4
− iα

4
,

3
2

;−iβ2r2
)

(10)

and

R(2)
α (r) =

1
r

exp
(

iβ2r2

2

)
1F1

(
1
4
− iα

4
,

1
2

;−iβ2r2
)

, (11)

where 1F1(a, b; z) is the confluent hypergeometric function [20], and the parameters α, β take on
the values

α :=
2E

h̄H0
, β4 :=

m2H2
0

h̄2 . (12)

To begin with, the complete wavefunction corresponding to the radial wavefunction (10) reads

ψ
(1)
α (r, θ, ϕ) =

N(1)
α√
4π

exp
(

iβ2r2

2

)
1F1

(
3
4
− iα

4
,

3
2

;−iβ2r2
)

; (13)

the radial normalisation factor N(1)
α will be determined presently. The eigenfunction ψ

(1)
α is singularity

free over the entire interval [0, R0]. A numerical estimate yields β ' 1.1× 1035 m−1. Given that
R0 ' 4.4× 1026 m, the dimensionless product (βr)2 in Equation (13) quickly drives the function 1F1

into its asymptotic regime, where it can be approximated as [20]

1F1(a, b; z) ' Γ(b)
Γ(b− a)

e−iπaz−a +
Γ(b)
Γ(a)

ez za−b, |z| → ∞, (14)
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whenever |arg(z)| < π and b 6= 0,−1,−2, . . . We will also need Stirling’s formula

Γ(t) ' exp
[(

t− 1
2

)
ln t− t +

1
2

ln 2π

]
, (15)

valid for |t| → ∞ whenever |arg(t)| < π. When applying Stirling’s approximation, we will select the
main branch of the complex logarithm. Another order-of-magnitude estimate yields α ' 1052E, with
the energy E expressed in Joules; this fact allows the first summand in (14) to be dropped in favour of
the second. Then, a lengthy calculation based on Equations (14) and (15) yields the desired asymptotic
expression of the confluent hypergeometric function in (13):

1F1
( 3

4 −
iα
4 , 3

2 ;−iβ2r2) ' 1
2
√

2
exp

( 3
4 − iπ

)
exp

(
πα
2
)

exp
( iα

4 ln α
4
)

× exp
{
−i
[
β2r2 + α

2 ln(βr)
]}

exp
(
− 3

2 ln βr
)

, r → ∞.
(16)

Finally, substituting Equation (16) into Equation (13), and absorbing an irrelevant constant within
the normalisation factor N(1)

α , we obtain the following asymptotic wavefunction:

ψ
(1)
α (r, θ, ϕ) ' N(1)

α√
4π

exp
(

πα
2
)

exp
( iα

4 ln α
4
)

× exp
{
− i

2
[
α ln(βr) + β2r2]} (βr)−3/2, r → ∞.

(17)

We observe that the asymptotic expression (17) is singular at r = 0 while the original
wavefunction (13) was not. This is just a consequence of having replaced the exact wavefunction
with its asymptotic approximation for large r. Therefore, Equation (17) applies at most over the interval
[ε, R0], where ε > 0 is small but nonvanishing. We need to determine a suitable ε and the wavefunction
ψ
(1)
α over [0, ε].

A natural choice to make is ε = β−1. This is sufficiently small, while at the same time, values
of r > β−1 fall well within the asymptotic regime (14) of the confluent hypergeometric function.
Over the interval [0, β−1], we will approximate 1F1 by its Taylor expansion 1F1(a, b; z) ' 1 + az/b [20].
Altogether, the normalised approximate wavefunction for the matter contents of the Universe

ψ
(1)
α (r, θ, ϕ) =

√
β3

4π ln(βR0)
exp

( iα
4 ln α

4
)

×
{

exp (−i/2) , r ∈ [0, β−1]

exp
{
− i

2
[
α ln(βr) + β2r2]} (βr)−3/2 , r ∈ [β−1, R0]

(18)

is regular over the entire interval [0, R0]. With the wavefunction (18), we obtain

〈ψ(1)
α |R2|ψ(1)

α 〉 =
R2

0
2 ln (βR0)

, (19)

after dropping subleading terms in β. Substituted back into Equation (6), this produces a value of
the entropy

〈ψ(1)
α |S|ψ

(1)
α 〉 = 6N × 10120kB (20)

which, taking N = 1/6, is three orders of magnitude below the upper bound Smax ∼ 10123kB set
by the holographic principle. This is a considerable improvement upon the results of Reference [14],
where the holographic bound was saturated.

In the case of the second, linearly-independent radial wavefunction (11), we have the
complete eigenfunction

ψ
(2)
α (r, θ, ϕ) =

N(2)
α√
4π

1
r

exp
(

iβ2r2

2

)
1F1

(
1
4
− iα

4
,

1
2

;−iβ2r2
)

. (21)



Entropy 2018, 20, 83 6 of 8

As opposed to ψ
(1)
α , the wavefunction ψ

(2)
α is singular at r = 0. Again applying Equations (14)

and (15), one finds the asymptotics

1F1

(
1
4 −

iα
4 , 1

2 ;−iβ2r2
)
' 1√

2
exp

(
1
4 −

iπ
2

)
exp

(
πα
2 + iα

4 ln α
4
)

× exp
[
−i
(

α
2 ln βr + β2r2)] exp

(
− 1

2 ln βr
)

, r → ∞.
(22)

Next, substituting (22) into (21) produces, after absorbing an irrelevant constant within the
normalisation factor,

ψ
(2)
α (r, θ, ϕ) ' N(2)

α√
4π

1
r exp

(
πα
2 + iα

4 ln α
4
)

× exp
[
− i

2
(
α ln βr + β2r2)] (βr)−1/2, r → ∞.

(23)

Finally, arguments similar to those leading up to Equation (18) produce the following normalised
approximate wavefunction over the complete interval [0, R0]:

ψ
(2)
α (r, θ, ϕ) =

√
β

4π ln(βR0)
exp

( iα
4 ln α

4
)

×
{

1
r exp (−i/2) , r ∈ [0, β−1]
1
r exp

{
− i

2
[
α ln(βr) + β2r2]} (βr)−1/2 , r ∈ [β−1, R0].

(24)

We observe that the approximate wavefunction (24) remains singular at r = 0, as imposed by the
exact wavefunction (21). With the above, one computes

〈ψ(2)
α |R2|ψ(2)

α 〉 =
R2

0
2 ln(βR0)

, (25)

coincident with the corresponding result (19) for the regular wavefunction. Therefore

〈ψ(2)
α |S|ψ

(2)
α 〉 = 6N × 10120kB, (26)

in complete agreement with the entropy already found in (20) for the regular wavefunction.

4. Discussion

The holographic principle sets an upper bound of approximately 10123kB on the entropy content
of the Universe. Some phenomenological estimates [18] place the actual value at around 10104kB,
gravitational entropy (and in particular, black holes) representing the largest single contributors to
the entropy budget of the Universe. Although Newtonian cosmology does allow for black holes [21],
the many simplifications made by our elementary model necessarily leave out some essential physics
of the Universe. Nevertheless, our toy model succeeds in capturing some key elements of reality.
For example, the upper bound set by the holographic principle is always respected, even by such a
crude approximation as the free waves [14]. The Hubble waves (18) and (24) represent a considerable
improvement on the free waves, as they reduce the expectation value of the entropy by three orders
of magnitude. We hope that a fully general-relativistic treatment [19] will yield results in even better
agreement with existing empirical estimates.

Admittedly, solutions (10) and (11) violate the cosmological principle. In fact, any solution to the
(interacting) Schroedinger equation will violate the cosmological principle. Only free wave solutions to
the free wave equation (i.e., with zero potential) satisfy the cosmological principle. However, the free
wavefunctions of our previous Reference [14] saturate the holographic principle, while our improved
Hubble wavefunctions (10) and (11) no longer saturate it. This is essential for the very existence
of life in the Universe. Given that the cosmological principle itself is an idealisation, we believe
the improved entropy results obtained using Hubble wavefunctions outweigh the violation of the
cosmological principle.
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Since α in Equation (12) is the (dimensionless) energy eigenvalue in Heffψ = Eψ, the parameter
α plays the same role that the quantum number n ∈ N plays in the standard harmonic oscillator,
where the potential energy is positive definite. Our negative definite harmonic potential does not
have quantised energy levels, but continuous energy levels α instead. However, the range of values
covered by α, while unbounded above, is bounded below by the existence of the radius of the Universe:
a classical particle at rest at r = R0 would carry an energy

E0 = −1
2

mH2
0 R2

0. (27)

This configuration can be regarded as the classical vacuum state. In terms of the dimensionless
eigenvalue α, this energy equals

α0 = −
mH0R2

0
h̄

= −2.6× 10123. (28)

The vacuum energy (28) has been determined by a classical argument; although the uncertainty
principle will shift the minimum energy (28) by a positive amount, this correction can be discarded for
our purposes, as it will be negligible compared to (28) itself. The negative sign in (28) is due to the
Hubble potential (1), while the dimensionless factor 2.6 is of order unity. Thus, the vacuum energy (28)
yields the approximate equality

|α0| '
Smax

kB
' 10123. (29)

The above numerical coincidence is in fact a consistency check on all our previous arguments.
It confirms once again that the holographic bound is never exceeded, since both the energy and the
entropy grow quadratically with the distance.

We have seen in Section 3 that the linearly-independent wavefunctions ψ
(1)
α and ψ

(2)
α coalesce

asymptotically in r. This occurs despite the fact that ψ
(1)
α is regular at r = 0 while ψ

(2)
α is singular.

In turn, this implies that issues of regularity of the wavefunction at r = 0 are irrelevant for our
purposes. Our estimate of the entropy remains valid regardless of the precise wavefunction used in a
neighbourhood of r = 0; this neighbourhood is [0, β−1].

The constant β arises naturally when diagonalising the effective Hubble Hamiltonian (7); see
Equation (12). It turns out that β−1 ' 10−35 m, which is close to the value of the Planck length LP,

β−1 =

√
h̄

mH0
' LP =

√
h̄G
c3 . (30)

Our toy model of the Universe thus possesses an intrinsic length scale, β−1, which numerically
equals the Planck length. This approximate equality is no coincidence (we thank a referee for pointing
this out to us): the value of m is that of the mass enclosed by the Hubble horizon for a critical Universe,
m ' 1/(H0G), hence β ' 1/

√
G = 1/LP.

Our analysis is rooted in previous studies [22,23] on the emergent property of quantum mechanics.
According to the hypothesis of emergence, quantum mechanics as we know it should be the effective
theory of some underlying mechanics, the coarse graining of which would yield our current quantum
models. Important recent work in general relativity [1–4] also points in the same direction: gravity
appears to be the thermodynamics of some underlying degrees of freedom—a continuous spacetime
emerging only as their low-energy limit. That seemingly unrelated fields such as quantum theory and
general relativity might share fundamental common features [24] is an intriguing possibility worthy of
future study.
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sights on the underlying mechanism enabling this cyano-
bacterium to control the levels of external pH. The model 
showed a coupled effect between the increase of the pH and 
ATP production which in turn allows a higher carbon fixation 
rate.  Copyright © 2012 S. Karger AG, Basel 

 Introduction 

 Cyanobacteria are a large and widespread group of 
photoautotrophic microorganisms that combine the abil-
ity to perform an oxygenic photosynthesis with typical 
prokaryote features. As a group, cyanobacteria are known 
to survive a wide spectrum of environmental stresses, 
such as temperature shock [Waterbury, 2006], photo-ox-
idation, nutrient deficiency, pH changes [Blanco-Rivero 
et al., 2005], salinity, osmotic stress, and ultraviolet light 
[Mullineaux, 2001]. The unicellular non-nitrogen fixing 
 Synechocystis  sp. PCC 6803 was the first photosynthetic 
autotroph to have its genome sequenced [Kaneko et al., 
1996]; it has been used in a variety of global gene expres-
sion [Gill et al., 2002; Hihara et al., 2001; Singh et al., 
2003] and metabolomic studies [Bricker et al., 2004; Yang 
et al., 2002]. Additionally, data on genomics and pro-
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 Abstract 

  Background/Aims:  The influence of different parameters 
such as temperature, irradiance, nitrate concentration, pH, 
and an external carbon source on  Synechocystis  PCC 6803 
growth was evaluated.  Methods:  4.5-ml cuvettes contain-
ing 2 ml of culture, a high-throughput system equivalent to 
batch cultures, were used with gas exchange ensured by the 
use of a Parafilm TM  cover. The effect of the different variables 
on maximum growth was assessed by a multi-way statistical 
analysis.  Results:  Temperature and pH were identified as the 
key factors. It was observed that  Synechocystis  cells have a 
strong influence on the external pH. The optimal growth 
temperature was 33   °   C while light-saturating conditions 
were reached at 40  � E  �  m –2  �   s –1 .  Conclusion:  It was demon-
strated that  Synechocystis  exhibits a marked difference in be-
havior between autotrophic and glucose-based mixotro-
phic conditions, and that nitrate concentrations did not have 
a significant influence, probably due to endogenous nitro-
gen reserves. Furthermore, a dynamic metabolic model of 
 Synechocystis  photosynthesis was developed to gain in-
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teomics of this microorganism accounts for the majority 
of the information available on cyanobacteria [Burja et 
al., 2003]. At present, there is probably no other cyano-
bacterium which has been investigated in such detail, 
making it suitable for many biotechnological applications 
[Gutthann et al., 2007; Vermaas, 1996]. It can grow un-
der photoautotrophic conditions, mixotrophic condi-
tions with glucose as a carbon source, and heterotrophic 
conditions with a daily short pulse of light. However, 
there is some controversy whether  Synechocystis  sp. PCC 
6803 can grow under strict heterotrophic conditions [An-
derson and McIntosh, 1991; Bricker et al., 2004]. Accord-
ing to Vermaas [1996] the following growth modes can be 
considered for  Synechocystis  sp. PCC 6803: photoautotro-
phic (CO 2 , light and active PS II and PS I); photohetero-
trophic (glucose and active PS II or PS I); photomixotro-
phic (glucose and active PS II and PS I); heterotrophic 
(glucose; 5 min of light per day), and anaerobic (glucose 
or other fixed carbon source).

  Recently, modeling efforts have been made in order to 
gain insight into this unicellular cyanobacterium metab-
olism [Navarro et al., 2009; Shastri and Morgan, 2005; 
Yang et al., 2002], but these models lack accuracy regard-
ing photosynthesis description, bundling together photo-
synthetic pathways into a reduced set of reactions. On the 
other hand, many physiological studies have addressed 
the effects of environmental factors affecting cyanobac-
teria growth and  Synechocystis  sp. PCC 6803 in particu-
lar. However, multifactorial studies are scarce.

  Light plays a crucial role in all photosynthetic organ-
isms by regulating growth, altering gene expression, and 
resetting circadian rhythms, among others [Gill et al., 
2002; Mullineaux, 2001, Montagud et al., 2010], but it can 
also be harmful to the photosynthetic machinery. It has 
been observed in  Synechocystis  sp. PCC 6803 that visible 
light might play a double role, inducing damage to PS II 
when it is strong and inducing repair of the photodam-
aged PS II when it is weak [Allakhverdiev and Murata, 
2004].

  Cyanobacteria are found in environments with quite 
different temperature ranges. Most cyanobacteria are 
mesophilic and live on environments where temperature 
may range from freezing to 40   °    C [Waterbury, 2006]. 
They typically have growth optima between 20 and 35   °   C; 
however, organisms that can grow up to 75   °   C have been 
found [Castenholtz, 1969].

  Nitrate is the most common nitrogen source used by 
cyanobacteria, it is widely utilized for their growth and 
its limitation induces a well-characterized set of cellular 
responses such as: visible chlorosis or ‘yellowing’ [Allen 

and Smith, 1969], degradation of phycobiliproteins [Col-
lier and Grossman, 1992], alteration of the ratio of phyco-
cyanin to allophycocyanin [Yamanaka and Glazer, 1980], 
degradation of thylakoid membranes, a decrease in chlo-
rophyll, an increase in carotenoid content or carotenoid/
chlorophyll ratio, as well as an increase in glycogen con-
tent [Stevens et al., 1981].

  Under laboratory conditions, cyanobacteria have gen-
erally been reported to prefer neutral to slightly alkaline 
media [Kratz and Myers, 1955]. In the natural environ-
ments, however, cyanobacteria extend their distribution 
to pH values as low as 4 [Kurian et al., 2006; Steinberg et 
al., 1998]. Kallas and Castenholz [1982] analyzed cyto-
plasmic pH homeostasis in cyanobacteria and observed 
that the growth rate of  Synechococcus  sp. was inhibited at 
pH 7.0 and below, and no sustained growth took place at 
pH 6.0. However, even when these cells were exposed to 
pH 4.8, they retained a higher intracellular pH, suggest-
ing that there are other factors involved in the acid toler-
ance mechanisms of these photosynthetic microorgan-
isms to maintain homeostasis within the cell [Summer-
field and Sherman, 2008]. It has also been shown that 
acid-tolerant cyanobacteria maintain a neutral cytoplas-
mic pH, although how they keep a strong transmembrane 
pH gradient is still unknown [Steinberg et al., 1998]. As 
well as being acid-tolerant, cyanobacteria are among the 
most alkaliphilic microbes and frequently dominate al-
kaline environments such as soda lakes and microbial 
mats [Summerfield and Sherman, 2008].

  All the factors mentioned above affect  Synechocystis  
sp. PCC 6803 metabolism in a variety of manners and to 
different extents, which are only partially understood. 
Therefore, a holistic analysis is needed in order to take 
into account the complete metabolism and the factors 
that perturb it. Since flux balance analysis (FBA) was 
published [Varma and Palsson, 1994], it became possible 
to unveil characteristics and potentials of cell metabolism 
with only the bare knowledge of reactions stoichiometry 
and optimization criteria. Nevertheless, this algorithm 
has the underlying assumption that biological systems 
work under a pseudo-steady state. Therefore, under per-
turbed conditions this premise does not stand and other 
approximations have been developed to gain metabolic 
insights. Among them, dynamic flux balance analysis 
(DFBA) [Mahadevan et al., 2002], based on the optimal 
control theory, allows the study of transition states when, 
for instance, the environment conditions change. How-
ever, this analysis is computationally expensive, and is 
mainly used when one is interested in a part of the whole 
organism or in processes in which a reduced effective 
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model can be developed to reproduce it. The DFBA algo-
rithm was recently extended to include the Minimization 
of Metabolic Adjustment [Segre et al., 2002] hypothesis, 
being named Minimization of Metabolic Adjustment 
Dynamic Flux Balance Analysis (M-DFBA) [Luo et al., 
2006]. Even without complete system parameters, these 
methods can find the optimal state of a system or process 
by searching for the optimal solution using stoichiomet-
ric information for specific reactions.

  In the present study, different environmental param-
eters such as temperature, irradiance, nitrate concentra-
tion, pH, and an external carbon source, in the form of 
glucose, were analyzed simultaneously to unveil their in-
fluence in  Synechocystis  sp. PCC 6803 growth, using a 
high-throughput system equivalent to batch cultures. 
Statistical analysis of this set of non-homogeneous data 
was performed to compare these time series and to re-
trieve undercover governing factors. Additionally, an ef-
fective dynamic model of  Synechocystis  sp. PCC 6803 me-
tabolism was developed in order to elucidate the basis be-
hind the pH increase during growth. This multivariable 
analysis will contribute to the understanding of  Synecho-
cystis  sp. PCC 6803 metabolism and will establish the ba-
sis for its utilization as a photoautotrophic  chassis  for syn-
thetic biology projects.

  Results 

 Autotrophic Growth 
 Out of all the possible combinations described in  ta-

ble  1 , a subset of 72 autotrophic conditions was select-
ed. 2,221 optical density (OD) measurements were per-
formed for the 254 samples (3 technical replicates). At 
least three independent experiments (biological repli-
cates) were also performed. Each experiment run in aver-
age during 8 days and the measurements were performed 

daily. The data were statistically analyzed. A four-way 
ANOVA, where a model with all the effects and interac-
tions up to the third order was tested, showed that initial 
pH, temperature, and level of irradiance are the main fac-
tors affecting maximum autotrophic growth, with highly 
significant p values (p  !  10 –16 ). Nitrate levels initially 
present in the culture showed p values close to 0.4, which 
clearly discards any influence in growth results. Among 
the possible two- and three-way interaction terms in the 
model, there are two that showed a clear statistical influ-
ence in growth (p  !  10 –16 ): the interaction between initial 
pH and illumination level and between temperature and 
pH. In other words, illumination and temperature mod-
ify the way in which pH affects growth.

  To reveal the pairwise differences between the experi-
mental sets obtained at different levels of the main pa-
rameters, a Student t-distribution analysis was performed 
to represent the confidence regions of maximum specific 
growth at the different conditions (using a confidence 
level of  �  = 0.05%).  Figure 1  depicts experimental results 
representing the sample mean of maximum specific 
growth, �max, at different levels of nitrate, an initial pH 
of 8.5 (HEPES buffer) and 20  � E  �  m –2   �  s –1  irradiance. The 
grey-shaded area represents the range of the confidence 
region ( �  = 5%) of the maximum specific growth at the 
different temperatures after data are averaged over the 
different levels of nitrate. The dashed curve and isolated 
data markers represent maximum specific growth results 
at particular values of initial nitrate (0.1, 0.75 and 1.5 g/l). 
As it can be observed, growth reaches a maximum value 
around 30   °   C and decreases at higher temperatures whilst 
results at particular levels of nitrate fall within the confi-
dence region of the nitrate-averaged curve. Again this 
shows that, from the statistical point of view, nitrate con-
centrations did not have a noticeable influence on  Syn-
echocystis  sp. PCC 6803 growth (online supplementary 
fig. S1; for all online supplementary material, see www.

Table 1.  Experimental matrix with conditions/parameters to be tested on Synechocystis sp. PCC 6803 growth

 States

Heterotrophic 1 ! light 3 ! temperature 3 ! glucose 3 ! nitrate 7 ! pH
 (0) (25, 30, 33) (2, 5, 7) (0.1, 0.75, 1.5) (7.5, 8, 8.5, 9, 10, 10.5, 11)

Autotrophic and mixotrophic 3 ! light 5 ! temperature 4 ! glucose 3 ! nitrate 7 ! pH
 (20, 40, 60) (25, 27, 30, 33, 35) (0, 2, 5, 7) (0.1, 0.75, 1.5) (7.5, 8, 8.5, 9, 10, 10.5, 11)

Light in �E�m–2�s–1; temperature in ° C; glucose in m M  and nitrate in g/l.
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karger.com/doi/10.1159/000336850), not even with values 
as low as 0.1 g/l (1.2 m M ) which is reported in the litera-
ture as N-limited conditions [Schmitz et al., 2002]. How-
ever, one should bear in mind that the endogenous nitro-
gen reserves build up during the maintenance growth in 
BG11 medium might fulfill the organism needs.

   Figure 2  compares autotrophic maximum specific 
growth at the two tested illumination levels (20 and 40 
 � E  �  m –2   �  s –1 ) with an initial pH of 8.5 (online suppl. fig. 
S2). Results obtained at the lower level of illumination, 20 
 � E  �  m –2   �  s –1 , are significantly above those measured at 40 
 � E  �  m –2   �  s –1 , indicating that, in the case of such small cu-
vette volumes, light-saturating conditions were probably 
reached already at 20  � E  �  m –2   �  s –1 , with bleaching becom-
ing noticeable at 40  � E  �  m –2   �  s –1 . This effect is not so clear 
at lower initial pH values, when maximum growth is also 
lower.

  From these first observations, it was rather apparent 
that initial pH is strongly affecting culture growth. pH 
values rose considerably during cultivation time in the 
buffered conditions with lower pHs, as well as in the ‘no 
buffer’ conditions, stabilizing around pH 10 (data not 
shown). As expected, the increase in pH was faster in
the absence of any buffer, but occurred nonetheless in 
HEPES-buffered medium reaching similar equilibrium 
values. This observation brought about the idea of using 

different buffers to sustain higher values of pH. Repre-
sentative results of these measurements are shown in  fig-
ure 3 , where the maximum growth results, (�max), are 
compared for different types of buffers and initial pH 
conditions. A very significant increase in maximum 
growth was obtained at initial pHs of 9 and 10 in CHES-
buffered medium and 33   °   C. Results obtained with CAPS-
buffered medium and without buffer, also exposed in  fig-
ure 3 , clearly confirm this trend in growth and increase 
in the optimum growth temperatures. Values of growth 
reach up to about 1.8 day –1  in optimum conditions (CAPS 
buffer, pH 11 and 33   °   C) compared to a typical value of 
0.7 day –1  in CHES-buffered conditions taken as reference 
(online suppl. fig. S4).

  To complete the description of pH-related behavior, in 
 figure 4  the relative maximum growth versus relative cell 
density evolution of three representative samples has 
been compared. The left curve corresponds to high 
growth conditions (CHES buffer, initial pH 9), whereas 
the curves with maxima located at the center and right 
represent HEPES growth conditions at pH 8.5 and 7.5, 
respectively. With CHES buffer, maximum growth is 
reached already in the 0–1st day of cultivation and de-
creases rapidly afterwards. At a relative cell density of 
about 70% (with respect to cell density at the end of cul-
tivation) a second growth maximum arises in what ap-
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  Fig. 1.  Temperature profile of maximum specific autotrophic 
growth with different initial nitrate concentrations. The grey-
shaded area corresponds, at the 95% confidence level, to the re-
gion of maximum growth if all nitrate levels (0.1, 0.75, and 1.5 g/l) 
are averaged. Data markers show the result for specific levels of 
nitrate: hollow circles correspond to 0.1 g/l, hollow squares cor-
respond to 1.5 g/l, and black circles (and dashed line) to 0.75 g/l. 
In all tests irradiance was 20  � E  �  m –2   �  s –1  and HEPES buffer was 
used for cultivation with an initial pH of 8.5. 

  Fig. 2.  Temperature profiles of the 95% level confidence regions 
of maximum specific autotrophic growth at different irradiance 
levels. The upper black filled area corresponds to experiments 
with a level of irradiance of 20  � E  �  m –2   �  s –1 , and the lower grey area 
to experiments with a level of 40  � E  �  m –2   �  s –1 . Results of experi-
ments at different nitrate concentrations were averaged and 
HEPES buffer was used for cultivation with an initial pH of 8.5. 
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pears to be a diauxic type of growth profile. This type of 
profile is also found in CAPS-buffered conditions, where 
even episodes of ‘negative growth’ (cell death/OD de-
crease) appear (data not shown). This phenomenon can 
also be observed in some mixotrophic conditions with 
HEPES or CHES buffer.

  In contrast, HEPES-buffered growth curve displays 
maximum growth in the 3rd–4th day of cultivation. Di-
auxic growth features seem to appear, but only at the very 
end of the experiment.

  Summarizing, from these data, it seems clear that cells 
find their optimum growth conditions at high pH values 
(between 9 and 11) and at temperatures close to 33   °   C (on-
line suppl. fig. S3). In media with higher starting pHs, 
with CHES or CAPS buffer, optimum growth conditions 
are reached in an earlier stage of cultivation, followed by 
a decay in growth and then another growth burst at high-
er cell density values ( fig. 4 ). This diauxic growth dynam-
ic points to some metabolic shift which, as will be ex-
plained in the next section, could be connected to the 
carbon dioxide and carbonate assimilation mechanisms 
of the cell.

  Furthermore, results from a ‘scale-up’ (see online sup-
pl. fig. S5a and S6a) showed no significant differences be-
tween growth in our cuvettes system and 100-ml cultures 
in Erlenmeyer flasks, showing that we are dealing with a 

reliable high-throughput system to evaluate  Synechocys-
tis  sp. PCC 6803 growth.

  Mixo- and Heterotrophic Growth 
 For mixotrophic samples, irradiation was held con-

stant at 20  � E  �  m –2   �  s –1 . A subset of 86 conditions was se-
lected giving a total of 258 samples and 2,154 OD mea-
surements. As before, four-way ANOVA results showed 
that temperature, initial pH, and glucose concentration 
are the main factors affecting maximum mixotrophic 
growth. Of all possible interactions, the one with a clear-
er significant statistical influence (p value  ! 10 –3 ) on 
growth is the interaction between the glucose concentra-
tion and temperature. As in autotrophic growth, nitrate 
concentration initially present in the culture can be dis-
carded as having an effect on growth (with a non-signif-
icant p value of 0.32).

  Results regarding mixotrophic maximum growth are 
shown in  figure 5 , where maximum specific growth re-
sults at different temperature levels for the three different 
glucose concentrations (2, 5 and 7 m M ) are presented. Au-
totrophic maximum growth values, with the same initial 
pH and buffers, are shown for comparison. Significantly 
higher growth values are always observed in mixotrophic 
growth. At 25   °   C, maximum specific growth is 2–2.5 
times larger in mixotrophic than in autotrophic condi-
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  Fig. 3.  Temperature profiles of the 95% level confidence regions 
of maximum specific autotrophic growth at different levels of ini-
tial pH. Cultures grown with different buffers: CAPS (initial pH 
11) upper dashed limited grey area, CHES (pH 9) dark grey area, 
and HEPES (pH 7.5) lower light grey area. In all tests irradiance 
was 20  � E  �  m –2 �s –1 .            

  Fig. 4.  Relative growth vs. relative cell density in autotrophic 
growth samples in different buffer/initial pHs. The horizontal 
axis represents cell concentration relative to maximum cell con-
centration (at the end of batch growth) and the vertical axis 
growth values relative to maximum growth. In all tests irradiance 
was 20  � E  �  m –2 �s –1 , temperature 30   °   C, and initial nitrate concen-
tration 0.75 g/l. Dark circles correspond to CHES buffer pH 9, 
hollow squares and hollow circles represent HEPES at pHs 8.5 and 
7.5, respectively.           
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tions and there is a steady increase with higher glucose 
concentration. The results at 30   °   C depict a smaller rela-
tive difference between growth in mixo- versus autotro-
phic conditions (1.5-fold) and also between records with 
different glucose concentrations.

  The use of CHES buffer, with a higher initial pH, of-
fered what seemed to be at first sight an unexpected re-
sult. It was observed that, irrespective of pH, differences 
between growths of different replicas with CHES buffer 
became systematically quite large, i.e. the confidence in-
tervals of maximum specific growth broadened substan-
tially. Another noticeable effect was the shortening of the 
lag phase, whereby the number of days to reach maxi-
mum growth shifted from 3–4 days with HEPES buffer 
to 0–1 days with CHES buffer. This behavior is exempli-
fied in  figure 6 , in which curves displaying relative growth 
versus relative cell concentrations in mixotrophic growth 
under 30   °   C and an initial pH of 8.5 are presented for 
three replicas of one HEPES buffer culture (full symbols) 
and one replica of a CHES-buffered culture (hollow cir-
cles). The curves corresponding to HEPES cultivation 
show the same general profile, which is completely differ-
ent from the CHES curve. In the latter, clear phases of cell 
death (relative cell concentration drops from one day to 

the other) and diauxic growth can be observed. The 
growth profile of the rest of CHES-buffered cultures con-
sistently displays this type of irregularities with large 
quantitative differences between replicas grown under 
the same conditions. These observations suggest that, in 
conditions in which light-based and glucose-based cell 
growth mechanisms have a similar potential (as in CHES 
conditions near 30   °   C) the resulting growth may become 
unstable. On the contrary, if one mechanism is predomi-
nant, culture growth becomes regular.

  Additionally, the ‘scale-up’ performed (see online sup-
pl. fig. S5b and S6b) showed that growth in mixotrophic 
conditions is consistently higher than in autotrophic con-
ditions.

  Finally, to study heterotrophic growth, 12 different 
conditions were selected totalizing 36 samples and 324 
OD measurements. Glucose level was held constant at
5 m M  and temperature was kept at 30   °   C in all tests. ANO-
VA results show that neither nitrate concentration nor 
initial pH substantially affect maximum specific growth 
within the confidence level chosen. The overall averaged 
maximum heterotrophic growth value of 0.42 day –1  can 
be compared to the value of around 0.8 day –1  obtained for 
autotrophic growth and around 1.1 day –1  in mixotrophic 
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  Fig. 5.  Maximum specific growth vs. temperature profile of the 
95% confidence regions in mixotrophic vs. autotrophic growth. 
Irradiance was 20  � E  �  m –2 �s –1 , glucose concentration 2, 5, or 7 m M , 
and initial pH 8.5 or 10. Light grey area with dashed lines depicts 
maximum specific mixotrophic growth with 7 m M  glucose, dark 
grey area corresponds to 5 m M  glucose, and filled triangles cor-
respond to 2 m M  glucose, all with HEPES buffer pH 8.5. Hollow 
circles correspond to mixotrophic growth with 5 m M  glucose and 
CAPS buffer pH 10, the lower light grey area shows autotrophic 
growth with HEPES buffer pH 8.5 (used as reference).               

  Fig. 6.  Relative growth vs. relative cell concentrations curves of 
mixotrophic growth (5 m           M  glucose) at 30           °   C and an initial pH of 
8.5 with two different buffers. The three replicates of the same 
sample with HEPES buffer are represented by filled symbols: 
squares, triangles, and circles. The dashed curve with hollow cir-
cles corresponds to one replica with CHES buffer.           
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growth under equivalent conditions. Furthermore, the 
analysis of growth profiles indicates that, systematically, 
after reaching the stationary phase (about the 5th–6th 
day), cell cultures undergo a noticeable decrease in popu-
lation with cell death rates that reach up to one half of 
maximum specific growth rate (data not shown).

  Discussion 

 The multifactorial and wide set of experiments shown 
in this study were developed to highlight the importance 
and effect of the main variables relevant for  Synechocystis  
sp. PCC 6308 metabolism, and to establish the optimum 
growth conditions for the use of this organism as a mod-
el for future molecular biology developments. Addition-
ally, a dynamic modeling framework is proposed to elu-
cidate some basic questions that relate to the very sig-
nificant pH alteration processes observed during the 
experiments.

  Following the results from previous authors [Ander-
son and McIntosh, 1991; Bricker et al., 2004; Vermaas, 
1996], and confirmed by this work,  Synechocystis  sp. PCC 
6803 can grow photoautotrophically, a condition requir-
ing both photosystems to be functional, mixotrophically, 
photoheterotrophically (without the need for a function-
al PS II) and heterotrophically, using glucose as carbon 
source and with a daily pulse of light.

  Reports from the literature are arguably consensual 
regarding optimum light intensity for  Synechocystis  sp. 
PCC 6803 or cyanobacteria in general. Depending on the 
culture volume, flask geometry and inoculum,  Synecho-
cystis  sp. PCC 6803 is able to withstand higher light in-
tensities, for instance, Anderson and McIntosh [1991] ex-
posed 75-ml cultures to 40  � E  �  m –2� s –1 , whereas Bricker 
et al. [2004] grew 150-ml cultures at the same light inten-
sity. However, some studies point out that  Synechocystis  
sp. PCC 6803 cells can grow under a wide range of light 
intensities, up to approximately 1,000  � E  �  m –2 �s –1  or even 
more. Hihara et al. [2001] exposed 50-ml cultures of this 
cyanobacterium to a shift of light intensity from what 
they considered low light: 20  � E  �  m –2 �s –1 , to high light: 
300  � E  �  m –2 �s –1 , and concluded that the higher intensity 
was sufficient to induce large changes in the gene expres-
sion profile. In their environmental study, Allakhverdiev 
and Murata [2004] grew  Synechocystis  PCC 6803 cells in 
120-ml glass tubes at 70  � E  �  m –2 �s –1 . Subsequently, to as-
sess the photodamage-repair cycle of PS II, the cells were 
exposed to various light intensities in 4.5-ml cuvettes for 
short periods, never exceeding 90 min. These light inten-

sities were: 250, 500, 750, 1,000, 1,500 and 2,000  � E  �  
m –2 �s –1  and the authors considered values up to 1,000 
 � E  �  m –2 �s –1  as weak light and from then onwards strong 
light. They concluded that the rate of photodamage was 
proportional to light intensity and that the rate of repair 
also depended on light intensity: it was high under weak 
light and reached a maximum at 300  � E  �  m –2 �s –1 . How-
ever, according to Vermaas [1996],  Synechocystis  sp. PCC 
6803 cells grow best at 40–70  � E  �  m –2 �s –1  and are photo-
inactivated easily at higher light intensity. Our results 
show that for small volumes (2 ml) and our cuvette’s ge-
ometry, 20  � E  �  m –2 �s –1  is closer to the optimum light in-
tensity than the second irradiance chosen (40  � E  �  m –2 �
s –1 ), an indication that saturated light condition regimen 
may have been reached at this higher intensity. It seems 
clear for us that the debate regarding optimum light in-
tensity for  Synechocystis  sp. PCC 6803 is still open, and 
researchers need to realize how important it is to clarify, 
describe and consider all the parameters involved such as: 
culture volume, flask geometry, cell density, and time of 
exposure, to name just a few.

  Previous observations [Berry and Bjorkman, 1980] 
have shown that  Synechocystis  sp. PCC 6803 cells seem to 
suffer from low- and high-temperature stress  ! 25 and 
 1 40   °   C, respectively, an effect associated to PS II sensitiv-
ity, with a complete stop of growth at 15 and 45   °   C. In 
another study, regarding growth temperature acclima-
tion and high-temperature effects on PS II of  Synechocys-
tis  sp. PCC 6803, Inoue et al. [2001] observed that maxi-
mum growth was obtained at 30   °   C, but that this cyano-
bacterium grew at a quite similar rate in temperatures 
ranging from 25 to 40   °   C, which agrees with the rate of 
photosynthesis at these temperatures.

  While growth limitation at high temperatures seems 
to be due to limitation of PS II activity, acclimation to low 
temperatures takes place in parallel with an increase in 
the desaturation level of thylakoid membranes fatty acids 
[Los et al., 1993]. A rise in the desaturation level of fatty 
acids in the thylakoid galactolipids increases the resis-
tance of the cyanobacterial cells to low temperatures 
[Wada et al., 1994]. However, Sakamoto and Bryant 
[1998], demonstrated that  Synechocystis  sp. PCC 6803 
cells grown at 15   °   C aggregate and undergo chlorosis, and 
that this may be due to nitrogen limitation.

  Our results indicate that  Synechocystis  sp. PCC 6803 
growth holds critical temperature dependence: in auto-
trophic growth with HEPES-buffered cultures (pH be-
tween 7.5 and 9), maximum growth is observed around 
30   °   C, while with CHES buffer (pH between 9 and 11) it 
occurs at 33   °   C. Temperature is an asymmetric factor. 
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Growth rate at 25   °   C was about half the value when com-
pared to the optimum temperature, while at the highest 
temperature tested (35   °   C) the decrease was not so patent 
(75% of the maximum value).

  The presence of an exogenous carbon (i.e. glucose) 
source has proven to be a very important factor in  Syn-
echocystis  sp. PCC 6803 growth. In our experiments, the 
exact same culture was grown in media where the only 
difference was the amount of glucose concentration: au-
totrophic (without glucose) and mixotrophic (2, 5 and
7 m M  glucose). Mixotrophic growth was approximately 
2–2.5 times larger than autotrophic growth at 30   °   C at a 
concentration of 5 m M . A further increase of concentra-
tion between 5 and 7 m M  does show a further effect, 
though non-significant, on growth ( fig.  5 ). Yoo et al. 
[2007] obtained similar results when growing  Synecho-
cystis  sp. PCC 6803 cells with and without 5 m M  glucose. 
Experiments by other authors [Williams, 1988] show the 
same type of trends.

  In our set of experiments the influence of nitrate on 
specific growth was below the statistical significance 
threshold. This behavior may be explained by the fact 
that during maintenance growth in BG11 medium (1.5 
g/l of NaNO 3 ), the organism acquired sufficient nitrogen 
reserves to endure the time-span (about 1 week) of low 
concentrations it was subjected. It is known that growth 
under nitrogen-limiting conditions favors glycogen pro-
duction in  Synechocystis  sp. PCC 6803. Yoo et al. [2007] 
observed, using transmission electron microscopy, that 
in these conditions, glycogen particles accumulate in 
large amounts and fill the cytosol of the cells.

  In order to shed light on the role of pH in  Synechocys-
tis  sp. PCC 6308 growth, a simplified modeling scheme 
was used to explain and give insight on the basic mecha-
nism behind pH response of the cells, considering its par-
ticular difficulty and dynamic nature.

  On the one hand, cyanobacteria are among the most 
alkalotolerant or alkalophilic microbes and preferably 
grow at pHs ranging from neutral to 11 [Langworthy, 
1978; Lopez-Archilla et al., 2004]. On the other hand, 
there is a well-documented connection between the ac-
tion and effects of the photosynthesis machinery of the 
cells and their ability to increase the surrounding pH 
[Becking et al., 1960]. In normal laboratory conditions, 
 Synechocystis  sp. PCC 6308 cells increase their surround-
ing pH by 1–2 units over several days. However, when 
placed in acid stress situation at a tolerable pH ( 6 4.4),
this organism’s cells are able to increase their surround-
ing pH to 6 and above within a few minutes.  Synechocys-
tis  sp. PCC 6308 exhibits predictable physiological re-

sponses to acid stress but it is incapable of growing in 
media with a pH  ! 4.4. This capability is cell density-de-
pendent, as high cell concentration cultures have been 
able to withstand pH shock as low as 3.5 [Huang et al., 
2002]. The ability of cyanobacteria to grow at alkaline pH 
implies the presence of mechanisms for the maintenance 
of an intracellular pH more acidic than that of the exter-
nal environment [Miller et al., 1984]. Indeed, an increase 
in the external pH of 2 units results only in an increase of 
0.2 units in both the cytosol and the thylakoid lumen. 
Such changes alter the CO 2 /HCO 3  –  ratio within the cell, 
and regulation of CO 2 /HCO 3  –  concentration is essential 
for maintaining the carboxylase activity of Rubisco 
[Summerfield and Sherman, 2008]. Halophilic or halotol-
erant cyanobacteria are thought to possess a membrane-
associated Na + /H +  antiport system that could participate 
in pH homeostasis. This could be the case of  Synechocys-
tis  sp. PCC 6803, since its genome contains information 
for such potential pumps [Maestri and Joset, 2000].

  In the present work,  Synechocystis  sp. PCC 6803 cul-
tures (initial pH 8.5) were grown in continuous light un-
der pH-unstressed conditions. The pH increase observed 
(up to 10.5) in the buffered (after 10 days) and unbuffered 
(after 5 days) systems may be attributable to carbon fixa-
tion through photosynthesis, which can shift the most 
common pH-buffering mechanism in freshwater sys-
tems – the carbon dioxide/bicarbonate/carbonate equi-
librium. This light-dependent increase of external pH 
can be observed in nature [Pierson et al., 1999], and is 
particularly remarkable in hypereutrophic systems, as a 
consequence of a very high primary production [Lopez-
Archilla et al., 2004]. Photosynthesis is favored under 
more alkaline conditions, since alkaline systems act as a 
trap for atmospheric carbon dioxide [Imhoff et al., 1978] 
which, in turn, is more available for primary production. 
Moreover, at high pHs, nutrients such as phosphorous be-
come more soluble [Talling and Talling, 1965]. Evidence 
that  Synechocystis  sp. PCC 6308 cells must photosynthe-
size to increase external pH is provided by the fact that 
cells placed in the dark do not grow and do not increase 
the external pH, even with a carbon source (glucose) add-
ed to the media as it was observed in our experiments. In 
addition, if an autotrophic culture is switched to dark, pH 
tends to decrease to the initial level. This effect is not ob-
served in heterotrophic conditions. An alternative expla-
nation for the external pH increase is that ammonia may 
be excreted into the medium by pH-stressed  Synechocys-
tis  sp. PCC 6803 cells [Huang et al., 2002]. However, in 
the present work, no ammonia was detected in the high 
pH medium (data not shown), indicating that if there was 
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any trace of ammonia, it would be consumed by the cells 
within a short time [Sakamoto et al., 1999].

  On account of these observations, we have developed 
a modeling scheme based on the connection between pH 
changes and photosynthesis-related metabolic activity, 
taking into consideration that, even though some models 
have been developed for  Escherichia coli  and other organ-
isms [Reed et al., 2003; Senger and Papoutsakis, 2008], a 
comprehensive metabolic scheme taking into account 
protons in the frame of a photosynthetic organism is not 
yet available. The model’s scheme, explained with more 
detail in the online supplementary material, is based on 
the following three assumptions: (1) the cells are able to 
take up carbon in the form of HCO 3  – , which is indeed a 
more efficient way to concentrate it in the carboxisomes; 
(2) the solubility of carbon dioxide increases with pH, and 
(3) due to the solubility and pH effect on the different 
solved carbon species, the pH at which HCO 3  –  turns to be 
the dominant carbon source solved in water is around 
10.3.

  Upon culture illumination, some protons are removed 
from the medium, as a consequence of the tight pH con-
trol in the cytoplasm [Miller et al., 1984], and pumped 
into the thylakoid membrane to produce NADPH and 
ATP from light. This phenomenon produces an increase 
of pH in the medium which, consequently, increases the 
amount of carbon solved. Using the M-DFBA model (see 
online suppl. material for detailed description) we moni-
tored the dynamic short-term reaction of the cells to a 
perturbation in CO 2  concentration. The initial condi-
tions of the system were obtained from literature [Bays-

dorfer and Robinson, 1985; Goyal and Tolbert, 1996; 
Luttge, 2002; Rutter and Cobb, 1983; Sharkey et al., 1986; 
Smith and Griffiths, 1996; Takeuchi et al., 2002; Vu and 
Yelenosky, 1988]. Our algorithm follows the  medium 
scale algorithm  as implemented in the  fmincon  function 
in the MATLAB� software platform.

  The resulting time evolution is depicted in  figure 7 , 
where, depending on the increase in CO 2  concentration, 
a subsequent increase in ATP production within some 
hours is observed. According to our results, when [CO 2 ] 0  
increases 1.5-fold, ATP production experiences a 2.5 
times increase. As ATP production is positively corre-
lated with the voltage in the membrane [Kaim and Dim-
roth, 1999; Nagel et al., 1995], the direct consequence is 
an increase in the number of protons removed from the 
medium and stored inside the thylakoid membrane. 
Hence, a feedback loop begins which causes an increase 
of pH up to 10.3. At this pH level, the predominant form 
of carbon (bicarbonate) in the media changes to a form 
that is less suitable for cell growth and the system reach-
es a state of equilibrium which agrees with the pH steady 
values observed at the end of our autotrophic growth ex-
periments.

  Conclusions 

 A multifactorial set of experiments, with over 3,000 
individual measurements, was conducted to highlight 
the effect of the main variables relevant for  Synechocystis  
sp. PCC 6308 growth and to establish the optimum con-
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  Fig. 8.  High-throughput experimental design. Four clear-side cu-
vettes with 2 ml of  Synechocystis  sp. PCC 6803 culture on acrylic 
rack inside growth chamber (for details, see Experimental Proce-
dures).                                       
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ditions for its use as a model  chassis  for biotechnological 
applications. It was demonstrated that  Synechocystis  sp. 
PCC 6803 can grow photoautotrophically, mixotrophi-
cally, photoheterotrophically (without the need for a 
functional PS II) and heterotrophically, using glucose as 
carbon source and a daily pulse of light.

  Irradiance, glucose presence, and temperature were 
found to be the major governing factors. In our expe-
riments the influence of nitrate was too small to be de-
tected within our statistical significance threshold and 
growth was meaningfully larger at a light intensity of 20 
 � E  �  m –2   �  s –1  than for the second irradiance chosen (40 
 � E  �  m –2   �  s –1 ), where, for small volumes (2 ml) and our cu-
vette’s geometry, damaging effects may appear.

  In autotrophic growth, there is a significant effect and 
interaction of pH and temperature; in HEPES-buffered 
cultures (pH between 7.5 and 9), maximum growth is 
observed around 30   °   C, while CHES- or CAPS-buffered 
(pH between 9 and 11) and no-buffer cultures show a 
very marked peak in growth at 33   °   C. Maximum growth 
of 1.8 day –1  was obtained in the latter, high pH, condi-
tions, being 2.5–3 times larger than growth in lower pH 
media.

  In mixotrophic conditions growth, around 1 day –1 , is 
much more insensitive to pH and temperature. Opposite 
to autotrophism, mixotrophic growth is smaller in high 
pH media compared to lower pH media.

 To explain the above results, a modeling scheme by 
means of an adapted M-DFBA method is proposed in 
which photosynthetic activity is related to pH and cell 
growth. The model predicts that pH around the cells in-
creases, as a consequence of photosynthetic activity, up to 
a value of 10.3. This pH value is in accordance with our 
observations and is explained by the solubility curve of 
different carbonate species in water and their ability to be 
metabolized by  Synechocystis  sp. PCC 6308.

 Experimental Procedures 

 Organisms and Standard Growth Conditions  
 The unicellular non-N2-fixing cyanobacterium Synechocystis 

sp. PCC 6803 (obtained from the Pasteur Culture Collection, Par-
is, France) was maintained in BG11 medium [Stanier et al., 1971] 
at 25 ° C, and 16 h light (20 �E�m–2�s–1)/8 h dark cycles.

 Growth Experiments 
Inoculums of 200 �l from the maintenance culture grown un-

der standard conditions (transferred 24 h before to fresh BG11 
medium) with an OD730 ;1.0, were added to sterile 4.5-ml cu-
vettes containing 1,800 �l of medium with given concentrations 
of glucose, nitrate, and pH values. Each experiment was per-

formed in triplicate and under aseptic conditions. The cuvettes 
were closed with sterilized ParafilmTM, and placed in acrylic racks 
specially designed for this experiment (fig. 8). This constitutes a 
high-throughput system, equivalent to batch cultures with the 
Parafilm cover allowing gas exchanges. The racks were placed in 
a chamber with constant temperature and irradiance (20 or 40 
�E�m–2�s–1 with Osram L18W/765 cool white daylight bulbs). Ta-
ble 1 shows the initial experimental matrix with all the conditions 
to be tested. Not all the combinations of this matrix were tested. 
As the workflow moved along and new results were obtained, 
some combinations were abandoned and more relevant ones were 
introduced, notably other temperatures (33 and 35 ° C), and pHs 
(9.0, 10.0, 10.5 and 11.0). For the control of the pH several buffers 
(HEPES, CHES and CAPS) were used, according to their pKa, 
with a concentration of 10 mM (or 10, 20, 30, 50 and 100 mM for 
HEPES, see online suppl. fig. S7). Growth in normal BG11 media 
without controlled pH was also tested. OD at 730 nm was record-
ed daily.

 Statistical Analysis of the Specific Growth 
The quantitative analysis of Synechocystis sp. PCC 6308 

growth in various conditions was based on the OD measurements 
(see above). For each bin, i, a specific growth parameter, repre-
senting the exponent of (assumed) exponential growth within the 
given time interval is calculated as:

1

1

log /i i
i

i i

x x

t t
�  

where ti is time, in units of days running from day 0 to timax

and xi is the corresponding measured OD.
In order to work with a statistic that does not depend rather 

arbitrarily on test duration, particularly if in some particular con-
ditions stationary growth is reached sooner than in others, we 
chose not to work with the mean specific growth rate but rather 
the maximum specific growth rate:

maxmax 0 , ,Max i i i� �

In addition we can obtain the time timax at which maximum 
specific growth is reached and the corresponding OD record, ximax.

From the three replicas of any of the experimental samples 
with a given level of light, nitrate and glucose, it was possible to 
calculate confidence intervals for the sample growth parameters, 
corrected by means of the Student t distribution. The usual con-
fidence level of 95% was selected and used to represent solid areas 
in figures 1–3 and 5.
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Reconstruction and analysis of genome-scale
metabolic model of a photosynthetic bacterium
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Abstract

Background: Synechocystis sp. PCC6803 is a cyanobacterium considered as a candidate photo-biological
production platform - an attractive cell factory capable of using CO2 and light as carbon and energy source,
respectively. In order to enable efficient use of metabolic potential of Synechocystis sp. PCC6803, it is of importance
to develop tools for uncovering stoichiometric and regulatory principles in the Synechocystis metabolic network.

Results: We report the most comprehensive metabolic model of Synechocystis sp. PCC6803 available, iSyn669,
which includes 882 reactions, associated with 669 genes, and 790 metabolites. The model includes a detailed
biomass equation which encompasses elementary building blocks that are needed for cell growth, as well as a
detailed stoichiometric representation of photosynthesis. We demonstrate applicability of iSyn669 for stoichiometric
analysis by simulating three physiologically relevant growth conditions of Synechocystis sp. PCC6803, and through
in silico metabolic engineering simulations that allowed identification of a set of gene knock-out candidates
towards enhanced succinate production. Gene essentiality and hydrogen production potential have also been
assessed. Furthermore, iSyn669 was used as a transcriptomic data integration scaffold and thereby we found
metabolic hot-spots around which gene regulation is dominant during light-shifting growth regimes.

Conclusions: iSyn669 provides a platform for facilitating the development of cyanobacteria as microbial cell
factories.

Background
Cyanobacteria, which have been model organisms since
the early 70s of the past century [1], are a widespread
group of photoautotrophic microorganisms, which origi-
nated, evolved, and diversified early in Earth’s history
[2]. It is commonly accepted that cyanobacteria played a
crucial role in the Precambrian phase by contributing
oxygen to the atmosphere [3]. All cyanobacteria com-
bine the ability to perform an oxygenic photosynthesis
(resembling that of chloroplasts) with typical prokaryotic
features, like performing anoxygenic photosynthesis by
using hydrogen sulfide (H2S) as the electron donor or
fixing atmospheric dinitrogen (N2) into ammonia (NH3).
Relevance of this phylum covers from evolutionary stu-
dies [4] to biotechnological applications, including bio-
fuel production [5]. Synechocystis sp. PCC6803 is a
cyanobacterium that is considered as a good candidate

for developing a photo-biological cell factory towards
production of a variety of molecules of socio-economic
interest, with CO2 (and/or sugars) as carbon source and
light (and/or sugars) as energy source [6]. The diversity
of potential applications in this sense is broad. Works
have been published on heterologous production of
metabolites such as isoprene [6], poly-beta-hydroxybuty-
rate [7], biofuels [8] and bio-hydrogen [9,10] - an energy
vector of global interest [11].
Synechocystis sp. PCC6803 is capable of growing under

three different growth conditions as marked by the uti-
lized carbon source (/s) [12]. This causes that three dis-
tinct modes of operation are interweaved over the same
metabolic network, viz., i) photoautotrophy, where
energy comes from light and carbon from CO2; ii) het-
erotrophy, where energy and carbon source is a sacchar-
ide, for instance glucose; and, iii) mixotrophy, a
combination of the above two, where light is present as
well as a combination of two carbon sources: glucose
and CO2. Reconstruction of a genome-scale metabolic
model for this model photo-synthetic bacterium is one
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of the main goals of the current study. Genome-scale
metabolic network reconstruction is, in essence, a sys-
tematic assembly and organization of all the reactions
which build up the metabolism of a given organism; and
has been of great interest in the post-genomic era. The
variety of applications of such a metabolic model [13]
includes the possibility of assessing projects for the pro-
duction and optimization of an added value metabolite.
If a model is formulated properly, it is expected to allow
simulating environmental and genetic perturbations in
the metabolic network. Thus, together with appropriate
constraints, a metabolic model would partially represent
a virtual organism - an in silico model that allows prob-
ing possible flux distributions inside the cell under dif-
ferent environmental conditions and for a given genetic
make-up. Towards this end, a variety of tools/algorithms
are available [14], including flux balance analysis (FBA)
[15,16], minimization of metabolic adjustments
(MOMA) [17], regulatory on-off minimization (ROOM)
[18] and metabolic control analysis (MCA) [19,20].
Synechocystis sp. PCC6803 genome was sequenced,

annotated and made publicly available in 1996 [21,22]
and has been the target of some metabolic modeling
effort, especially for central carbon metabolic recon-
structions [23,24]. The work from Yang et al [23]
focused on a metabolic model of glycolysis, tricarboxylic
acid cycle and pentose phosphate pathway that was
simulated under heterotrophic and mixotrophic condi-
tions. Shastri and Morgan [24] studied a metabolic
model with the same pathways under autotrophic condi-
tions and compared their results to the ones from Yang
et al. These two works considered one lumped reaction
for the photosynthesis of the system. More recently, an
uncurated reaction list with a biomass composition
represented by central carbon metabolites has been pub-
lished [25]. This model, however, is not suitable for
simulations due to lack of proper biomass equation,
lumped nature of some key reactions and missing
reactions.
The large quantity of information featured in public

databases, like details about genomes [26], pathways
[27], enzymes [28] or proteins [29] can be used from
different databases to gather all published data for one
specific organism. However, the lack of quality must be
considered as a major drawback of some of the data-
bases: false positives, false negatives as well as wrongly
annotated objects may hinder efforts of collecting accu-
rate data [30]. Consequently, manual reconstruction by
detailed inspection of each and every reaction, biomass
equation based on metabolic building blocks (such as
amino acids and nucleotides), consistency and integrity
of the network is a pre-requisite for creating a high
quality and useful metabolic model [31]. The current
study presents such manually curated reconstruction for

Synechocystis sp. PCC6803 and demonstrates some of its
potential applications.
The present model features a detailed biomass equa-

tion which encompasses all the building blocks that are
needed for a flux distribution simulation that reflects
observed phenotype. No lumped reactions are present
and photosynthesis is described as a set of 19 reactions,
thus enabling the tracing of the corresponding fluxes.
Furthermore, different analyses are performed by using
this metabolic reconstruction, including reaction knock-
out simulations, flux variability analysis and identifica-
tion of transcriptional regulatory hotspots. Overall,
iSyn669 is a valuable tool towards the development of a
photo-biological production platform. The model will
also contribute to the existing set of genome-scale mod-
els with a virtue of being one of the first stoichiometric
models that account for photosynthesis.

Results and Discussion
Genome-scale metabolic network reconstruction
A complete literature examination, including databases,
biochemistry textbooks and the annotated genome
sequence, was needed in order to extract the current
state of the art on known metabolic reactions within the
metabolic network of Synechocystis sp. PCC6803. For a
thorough overview of the process of metabolic model
reconstruction, refer to very instructive work by Forster
et al [32] as well as review by Feist et al [31]. In detail,
the reconstruction started with the annotation and
genomic sequence files of Synechocystis sp. PCC6803
[21,22]. These files were used with Pathway Tools soft-
ware [33] in order to build a database of all the genes,
proteins and metabolites presents in the organism. The
list of reactions was then retrieved from Pathway Tools;
EC numbers and stoichiometry of the reactions were
checked and verified with the help of the Enzyme
nomenclature database [34] and KEGG pathway data-
base [27]. Reactions were elementally balanced except
for protons, so that chemical conversions were coherent.
In some of the reactions present in these databases,
metabolites were reported in a non-specific form (e.g.
‘an alcohol’). This is insufficient for metabolic model
simulation and, so, corresponding organism-specific
metabolites had to be identified [32]. Additionally, in a
large number of reactions cofactors were not completely
clarified: an enzyme being capable of using NADH or
NADPH or both. In the latter, two reactions were
included in the reconstructed metabolic network. Deter-
mination of reversibility of the reactions was assisted by
specific enzyme databases, like BRENDA [28]. If no con-
clusive evidence was reported, reactions were set to be
reversible.
In the reconstruction of the metabolic model, many

reactions (a total of 79 reactions, see Table 1) were
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found to be necessary for the production of the mono-
mers, precursors or building blocks, that are considered
in the biomass equation but which have no correspond-
ing enzyme coding gene assigned. In consequence, many
genes that were not annotated before should be consid-
ered, as they code for enzymes that should be present to
allow the formation of biomass. For instance, enzymes
malyl-CoA lyase and isocitrate lyase were not allocated
in the annotation of the genome albeit their activities
have been measured [35,36] and their presence is neces-
sary to complete the glyoxylate shunt; consequently,
they were included in the model.
The product of this reconstruction process was a set

of reactions that encompass all the known metabolite
conversions that take place in Synechocystis sp.
PCC6803. The resulting network, iSyn669, consists of
882 metabolic reactions and 790 metabolites (see Table
1 for more information). A total of 669 genes were
included, to which 639 reactions were assigned (see
Additional file 1 for details); the difference between the
number of genes and assigned reactions is due to the
presence of considerable number of protein complexes
(e.g. photosynthetic or respiratory activities) and isoen-
zymes. Reactions with no cognate genes are also present
in iSyn669, 20 passive transport reactions and 47 chemi-
cal conversions (not mediated by enzymes) were
included. Additionally, a total of 79 reactions were
included on the basis of biochemical evidence or physio-
logical considerations, but currently with no annotated
Open Reading Frame (ORF). iSyn669 genome-scale
metabolic model is available in Additional file 2 (in Opt-
Gene [37] format).
iSyn669 spans all the biologically relevant flux nodes

in the Synechocystis metabolism. Pyruvate, phosphoenol-
pyruvate (PEP), 3-phosphoglycerate, erythrose-4-phos-
phate and 2-oxoglutarate are main flux nodes for amino
acids biosynthesis. Acetyl-CoA is an important flux
node for fatty acids production, with high relevance for
metabolic engineering towards biofuel production.
Biosynthesis of nucleic acids comes from different meta-
bolites, namely, ribose-5-phosphate, 5-phospho-beta-D-

ribosyl-amine, L-histidine and L-glutamine. Moreover,
with the information publicly available on databases, we
can conclude that Synechocystis sp. PCC6803 bears an
incomplete tricarboxylic acid cycle (TCA cycle), as it
lacks 2-ketoglutarate dehydrogenase (EC 1.2.4.2). It has
been published that glyoxylate shunt completes this
cycle [35], permitting the recycling of TCA metabolites.
Alternatively, aspartate transaminase (reaction 2.6.1.1a
in iSyn669) can interconvert 2-ketoglutarate and oxaloa-
cetate, thus bridging the gap of 2-ketoglutarate dehydro-
genase, but short-circuiting TCA cycle.
From the network topology perspective, iSyn669 dis-

plays the connectivity distribution pattern similar to that
of the other microbial genome-scale networks, e.g. yeast
[32] and Escherichia coli [38] (Table 2). While most of
the metabolites have few connections, few metabolites
are involved in very many reactions and are often
referred to as metabolic hubs. Homeostasis of such
highly connected metabolites will affect globally the
metabolic phenotype (as reflected in metabolite levels
and fluxes) and therefore of interest for studying the
organization of regulatory mechanisms on the genome-
wide scale. Most connected metabolites include those
related to energy harvesting (e.g. ATP, NADP+, oxygen),
a key metabolite in the porphyrin and chlorophyll meta-
bolism (S-adenosyl methionine), a couple of amino acids

Table 1 Distribution of the model reactions as per
cognate genes

Number of reactions 882

-With assigned genes 669

·Protein-mediated transport 78

-With no cognate gene 221

·Chemical conversion 47

·Transport reactions 20

·EC reactions not annotated 79

·Needed for biomass simulation 75

Table 2 Most connected metabolites in the iSyn669
metabolic network

Metabolite Neighbors Neighbors
in E. coli

Neighbors
in yeast

H2O 213 697 -

ATP 144 338 166

phosphate 108 81 113

ADP 103 253 131

diphosphate 97 28 -

H+ 74 923 188

CO2 72 53 66

NADP+ 64 39 61

NADPH 63 66 57

NAD+ 46 79 58

L-glutamate 45 52 56

NADH 42 75 52

AMP 36 86 48

oxygen O2 36 40 31

ammonia 28 22 -

S-adenosyl-L-methionine 25 18 19

glutathione 25 17 10

a malonyl-ACP 23 15 10

L-glutamine 22 18 23

coenzyme A 21 71 39

Montagud et al. BMC Systems Biology 2010, 4:156
http://www.biomedcentral.com/1752-0509/4/156

Page 3 of 16



and its precursors (L-glutamate, L-glutamine and glu-
tathione) and a key metabolite in the lipid biosynthesis
pathway (malonyl-ACP). High connectivity of these
metabolites hints to their potential central role in the
re/adjustments of fluxes following environmental
changes/perturbations. In order to discover the corre-
sponding regulatory mechanisms, additional studies
should be done - e.g. putative regulatory sequence
motifs associated with the neighbors of these highly
connected metabolites [39]. Furthermore, most con-
nected metabolites with filtered cofactors can be found
in Additional file 3.

Simulations of the three metabolic modes
iSyn669, together with appropriate physiological con-
straints, was used as a stoichiometric simulation model
by using FBA algorithm [40]. The FBA model simulates
steady state behavior by enforcing mass balances con-
straints for the all metabolic intermediates (Methods).
Biomass synthesis, a theoretical abstraction for cellular
growth, is considered as a drain of some of these inter-
mediates, i.e. building blocks, into a general biomass
component. Different studies have reported that the
simulation results do not usually vary drastically when
using a common biomass equation for different growth
condition [15,24]. Nevertheless, experimental efforts
should be directed at the depiction of the best precur-
sors and composition that could characterize, at least,
the three main growth modes, viz., autotrophy, hetero-
trophy and mixotrophy, in the scope of recent results
[41]. Due to the lack of such data, the present work
uses one single biomass equation in the simulations of
all three metabolic states (Table 3). Presence of photo-
synthesis allows iSyn669 to “grow” under the all three
metabolic states (i.e., FBA with biomass formation as an
objective function results in a feasible solution): carbon
dioxide and light (autotrophic), sugars (heterotrophic),
carbon dioxide, light and sugars (mixotrophic).
Growth under pure heterotrophy, or dark heterotro-

phy (in the absence of light) is a subject under study
[42,43], being the regular experimental design to give a
short light pulse prior to the pure heterotrophic phase
(light-activated heterotrophy). Nevertheless, the theoreti-
cal flux distribution under heterotrophic conditions is
interesting by itself - especially in comparison with the
flux distribution in a light-fed energy metabolism. More-
over, fluxes in the heterotrophy mode may help in
obtaining insight into the variations under the mixo-
trophic condition, which is of high relevance for indus-
trial applications [9].
All FBA simulations were carried out under the

appropriate constraints so as to match an autotrophic
specific growth rate of 0.09 h-1. This growth rate corre-
sponds to a light input of 0.8 mE gDW

-1 h-1 and to a net

carbon flux of 3.4 mmol gDW
-1 h-1 into the cell, with

HCO3
- and CO2 as carbon sources. For the sake of

comparison across the different conditions, uptake rates
for the corresponding carbon sources were matched
based on normalization per number of carbon atoms
(this does not affect mono-carbon compounds like car-
bon dioxide and carbonic acid, but has importance in
glucose feeding). Results of the subsequent FBA simula-
tions for the three different growth conditions are pre-
sented in the following. Some of the reactions that are
physiologically relevant for each of the conditions are
summarized in Table 4 and Figure 1. Flux values for the
rest of the reactions, including the upper and lower
bounds are provided in Additional file 4.
Heterotrophy
Heterotrophy was simulated by considering glucose as
the sole carbon source with uptake rate of 0.567 mmol
gDW

-1 h-1, entering the system through glcP glucose
transporter (reaction TRANS-RXN59G-152 in iSyn669).
With the purpose of having a pure heterotrophic state,

Table 3 iSyn669 Biomass composition

Metabolite mmole/g
DCW

Metabolite mmole/g
DCW

Amino acids
[38]

Deoxyribonucleotides
[58]

Alanine 0.499149 dATP 0.0241506

Arginine 0.28742 dTTP 0.0241506

Aspartate 0.234232 dGTP 0.02172983

Asparagine 0.234232 dCTP 0.02172983

Cysteine 0.088988 Ribonucleotides [1]

Glutamine 0.255712 AMP 0.14038929

Glutamate 0.255712 UMP 0.14038929

Glycine 0.595297 GMP 0.12374585

Histidine 0.092056 CMP 0.12374585

Isoleucine 0.282306 Lipids [59]

Leucine 0.437778 16C-lipid 0.20683718

Lysine 0.333448 (9Z)16C-lipid 0.01573412

Methionine 0.149336 18C-lipid 0.00351776

Phenylalanine 0.180021 (9Z)18C-lipid 0.03188596

Proline 0.214798 (9Z,12Z)18C-lipid 0.03568367

Serine 0.209684 (9Z,12Z,15Z)18C-lipid 0.01797109

Threonine 0.246506 (6Z,9Z,12Z)18C-lipid 0.05031906

Tryptophan 0.055234 (6Z,9Z,12Z,15Z)18C-lipid 0.01448179

Tyrosine 0.133993 Antenna chromophores
[60]

Valine 0.411184 Chlorophyll a 0.02728183

Carbohydrates [61] Carotenoids 0.00820225

Glycogen 0.01450617

Biomass composition description with references where the information was
retrieved from. All this building blocks with their respective stoichiometric
coefficient is converted into one gram of dry cell weight. Biomass equation is
reaction Biomass in Additional files 2 and 4.
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Table 4 Comparison of selected fluxes across different growth conditions

Reaction
name

Autotrophy Minimum
flux

Maximum
flux

Mixotrophy Minimum
flux

Maximum
flux

Dark
Heterotrophy

Minimum
flux

Maximum
flux

Light
Heterotrophy

Minimum
flux

Maximum
flux

Reaction description

2.7.1.2a 0 0 0 0.567 0.566 0.567 0.567 0.566 0.567 0.567 0.566 0.567 beta-D-glucose + ATP ®
beta-D-glucose-6-
phosphate + ADP

4.2.1.2 12.67 12.667 +∞ 14.67 14.657 +∞ 0.905 0.884 +∞ 2.148 1.836 +∞ malate ↔ fumarate + H2O

5.3.1.6 1.201 1.2 +∞ 1.269 1.269 +∞ -0.054 -0.051 -0.055 0.066 0.067 +∞ D-ribose-5-phosphate ↔
D-ribulose-5-phosphate

_UQ 0.8 0 0.8 0.8 0 0.8 0 0 0 0.8 0 0.8 PSII* + UQ + 2 H+ ® PSII
+ UQH2

_1.6.5.3 0 0 +∞ 0 0 +∞ 2.134 0 +∞ 0 0 +∞ NADH + UQ + 7 H+ ®
NAD+ + UQH2 + 4 H

+_peribac

_3.6.3.14 38.348 15.7 +∞ 21.727 21.7 +∞ 4.98 4.95 +∞ 6.292 6.281 +∞ 3 H+_peribac + phosphate
O4P + ADP ↔ 3 H+ +

H2O + ATP

6.2.1.1 0.008 -∞ +∞ -30.017 -∞ +∞ -2.124 -∞ +∞ -4.635 -∞ +∞ coenzyme A + acetate +
ATP ↔ acetyl-CoA +
diphosphate + AMP

Units in mmol gDW
-1 h-1. 2.7.1.2a, glucokinase, is the reaction that phosphorylates beta-D-glucose upon entrance in the cell, marking the start of the glycolysis. The flux direction changes can be seen in reaction

4.2.1.2, fumarate hydratase, from TCA cycle and 5.3.1.6, ribose-5-phosphate isomerase, from the pentose phosphate pathway. _UQ and _1.6.5.3 are reactions that reduce UQH2 from photosystem II or NADH
oxidation, respectively, causing a pumping of protons to the thylakoid. _3.6.3.14 is the ATP synthase that forms ATP shuttling protons from the thylakoid to the cytosol. 6.2.1.1, acetate-CoA ligase, is the reaction that
generates acetyl-CoA from acetate and coenzyme A, that would be a major flux hub in an ethanol-producing strain, standing as the first step of fermentation.
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photon uptake rate was constrained to 0; this caused
photosynthesis fluxes to be shut down. In this case, glu-
cose will be the source for the formation of carbon
backbones for the building blocks of the cell, depicted
in the biomass equation. The glycolytic and the oxida-
tive mode of the pentose phosphate pathway were found
to be active. Oxidative pentose phosphate pathway is the
major pathway for glucose catabolism as was reported in
reference [44]. PEP carboxylase (reaction 4.1.1.31 in
iSyn669) is the main anaplerotic flux to the TCA cycle.
Carbon fixation efficiency is around 60%, the rest being
released in the form of CO2, as reported in our previous
work [9].
In contrast to dark heterotrophy, if a light-activated

heterotrophy simulation is run, light enters the system
and RuBisCO enzyme is active (reaction 4.1.1.39), fixing
all the CO2 that was released in dark heterotrophy,
boosting carbon efficiency to a theoretical 100%. In this
case, global flux distribution as well as flux ranges
resemble that of autotrophy more than that of the dark
heterotrophy. Carbon skeletons are still produced
through glycolysis and NAD(P)H is reduced along the
glycolysis, pyruvate metabolism and TCA cycle. On the
other hand, pentose phosphate pathway has shifted to
the reductive mode due to RuBisCO activation and the
corresponding flux is increased in magnitude. Carbon
fixation happens at the RuBisCO level, thereby assimilat-
ing the CO2 produced by the glucose metabolism, and

the production of ATP and NADPH through photo-
synthesis relieves the oxidative phosphorylation from
draining NADPH to generate ATP.
Autotrophy
Photoautotrophy was initially simulated considering an
illumination of 0.15 mE m-2 s-1. Assuming that the mass
of a typical Synechocystis sp. PCC6803 cell is 0.5 pg [45]
and its radius is 1.75 μm [46], we estimated that the
theoretical maximum illumination is 41563.26 mE gDW

-1

h-1. An additional optimization step was performed in
order to estimate physiologically meaningful photon
uptake values that are closer to the experimental mea-
surements [24]. First, carbon uptake rate was found that
resulted in a specific growth rate of 0.09 h-1, while the
light intake was unconstrained. Next, the growth rate
was constrained to this value and the second optimiza-
tion problem was solved where light uptake was mini-
mized. This minimization resulted in photon uptake for
photosystem I (reaction _lightI) and photosystem II
(reaction _lightII) being 0.8 mE gDW

-1 h-1. Carbon
sources used in simulating photoautotrophy conditions
were carbon dioxide and carbonic acid, and its entrance
to the system was mediated by RuBisCO (reaction
4.1.1.39 in iSyn669) and carbonic anhydrase (reaction
4.2.1.1b) respectively. As iSyn669 biomass equation
encompasses all essential metabolite precursors, these
will be the sinks of our network, while photons, carbon
dioxide and/or carbonic acid will be the sources. Thus

4.2.1.2

_3.6.3.14 _1.6.5.3

amino acid
lipid
cofactor
nucleic acid
metabolite

6.2.1.1
acetyl-CoA + 

diphosphate + AMP
acetate + 

coenzyme A + ATP 
fumarate + 

H2O

malate

ADP + 3 H+_thylac + 
phosphate

ATP + 3 H+ + H2O

NADH + UQ + 7 H+

NAD+ + UQH2 
+ 4 H+_thylac

beta-D-glucose + ATP

beta-D-glucose-6-
phosphate + ADP

2.7.1.2a

D-ribose-5-
phosphate

D-ribulose-5-
phosphate

5.3.1.6

12.67
14.67
2.148
0.905

autotrophy
mixotrophy
light heterot
dark heterot

0
0.567
0.567
0.567

PSII PSI

0.008
-30.02
-4.635
-2.124

38.35
21.73
6.292
4.98

1.201
1.269
0.066
-0.054

0
0
0

2.134

Figure 1 Selected reactions in iSyn669 network that display flux changes across the four studied growth modes. Flux values (in mmol
gDW

-1 h-1) for selected reactions in the Synechocystis sp. PCC6803 metabolism. These reactions mark changes across four growth modes, viz.,
autotrophy, mixotrophy and light and dark heterotrophy. Corresponding flux ranges can be found in Table 4 and in Additional file 4 for all the
reactions in iSyn669.
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autotrophic fluxes will flow in the gluconeogenic direc-
tion and through the Calvin cycle, which is the reductive
mode of the pentose phosphate pathway. PEP carboxy-
lase is the main anaplerotic flux to the TCA cycle and
glyoxylate shunt is inactive.
Mixotrophy
Photons, carbon dioxide and glucose are independent
feed fluxes in this simulation. These fluxes entered the
system through the same reactions as described for the
previous growth modes. Carbon source presents, in
this case, one more degree of freedom than in the rest
of the conditions. In order to keep a comparative cri-
terion across conditions, we normalized CO2 and glu-
cose inputs to the same carbon uptake flux as in the
case of the autotrophy and the heterotrophy. Photon
uptake rates were also normalized in a similar manner
to match the autotrophic state. Having the same meta-
bolic sinks as the two previous modes and the sources
from the both of them, it is logical to think that the
resulting flux distribution will be a mixture of the
autotrophic and heterotrophic simulations. Indeed, we
observed that the mixotrophic flux distribution lies in-
between the previous two states, being a bit closer to
the heterotrophy. Glycolysis is present and glyoxylate
is shut down; an active photosynthesis is present, oxi-
dative phosphorylation is less stressed than in hetero-
trophy as the energy can be produced from the photon
uptake; and Calvin cycle is active, as carbon sources
are CO2 and glucose.
Flux variability analysis
Flux balance analysis presented above guarantees to
find the optimal objective function value (biomass for-
mation rate). However, the predicted intra-cellular
flux distribution is not necessarily unique due to the

presence of multiple pathways that are equivalent in
terms of their overall stoichiometry. Thus, often the
system exhibits multiple optimal solutions and further
elucidation requires additional constraints based on
experimental evidences (e.g. carbon labeling data).
Alternatively, physiological insight can be still
obtained by studying the variability at each flux node
given the objective function value - a procedure
referred to as flux variability analysis. In order to gain
insight into the flux changes underlying the changes
in the Synechocystis metabolism due to (un)availability
of light, we have compared the autotrophic growth
with the other two by using flux variability analysis
(Figure 2). Interestingly, autotrophy permits an overall
broader flux landscape than heterotrophy (let it be
dark or light-activated). On the other hand auto-
trophic flux ranges are in general narrower than the
mixotrophic ranges. Figure 1 and Table 4 depict some
of the physiologically relevant reactions for which the
feasible flux range differs across conditions. These
include glucokinase from glycolysis, fumarate hydra-
tase from TCA cycle, ribose-5-phosphate isomerase
from pentose phosphate pathway, NADH dehydrogen-
ase from oxidative phosphorylation or photosystem II
oxidation. These reactions mark the key nodes in the
metabolism network that must be appropriately regu-
lated in order to adapt in response to the available
energy/carbon source. Mechanisms underlying such
changes will be of particular interest not only for bio-
technological applications but also from the biological
point of view. As a glimpse of the detailed flux (re-)
distributions in each of the studied growth conditions,
Additional file 5 describes fluxes in the pyruvate
metabolism.
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Gene/Reaction knock-out analysis
The comprehensive set of reconstructed biochemical
equations of iSyn669 and FBA simulations enabled us to
further analyze the characteristics and potential of the
Synechocystis metabolic network. This can be oriented
towards the study of the reactions (and thereby the cor-
responding genes) that are necessary for the growth, or
to in silico metabolic engineering for identification of
targets for maximization of a given metabolite of socio-
economic interest.
Essential Genes
iSyn669 network consists of 790 metabolites and 882
reactions. Among these, 350 genes (36% of the total,
Figure 3) were found to be necessary for the formation
of the biomass under the mixotrophic growth conditions
by using FBA and MOMA algorithms. This set of genes
can be divided in to two categories: i) essential genes,
deletion of which completely inhibits biomass growth
(304 genes, 34% of the total, with FBA): and ii) genes
deletion of which causes a reduced growth rate
(46 genes, 2% of the total, with FBA). The set of 304
essential genes can be understood as the core of the
metabolism, as deleting them would produce an unvi-
able organism. The results based on MOMA algorithm
essentially tally these numbers: 311 essential genes, 35%
of the total, and 45 that cause a reduced growth rate,
5% of the total, (Additional file 6).
Interestingly, if we compare the proportion of the

essential genes under FBA simulation in the metabolic
networks of E. coli (187 genes, 15% of the total) [38]
and Saccharomyces cerevisiae (148, 10% of the total)
[32] with iSyn669, we find that Synechocystis has a sig-
nificantly larger fraction of metabolic genes whose dele-
tion obliterates biomass formation (304 genes, 34% of
the total). One possible explanation for the difference in
the relative proportion of essential genes in these three
organisms would be an incomplete/incorrect annotation
of the genome of Synechocystis sp. PCC6803. For exam-
ple, if only one of the isoenzymes corresponding to a
reaction is annotated, the corresponding in silico knock-
out will result in a false negative prediction. It is impor-
tant to note that the computational predictions of gene
essentiality based on FBA are highly dependent on the
growth medium used for the simulations. Thus, the
comparison across different species may not be straight-
forward. Moreover, it is also possible that the natural
growth conditions of Synechocystis may have dictated
selection for a relatively high proportion of essential
genes. Such hypotheses need careful consideration of
several factors and are beyond the scope of this work.
Production of value-added compounds
Synechocystis sp. PCC6803 is considered as a candidate
photobiological production platform - it can potentially
produce molecules of interest by using CO2 and light

[6]. To this end, iSyn669 can be used to perform simu-
lations, not only for assessing the feasibility of producing
a given compound, but also to identify potential meta-
bolic engineering targets towards improved productivity.
For example, FBA simulations can help in estimating
maximum theoretical yields for the products/intermedi-
ates of interest. A product of obvious interest is hydro-
gen. In our previous work [9], we have estimated
maximum theoretical hydrogen production values that
are far from the current state of experimental reports.
In silico studies can direct the efforts and counsel the
scientists towards a hydrogen producing cyanobacteria
that could be of impact. iSyn669 predicts, in autotrophic
conditions, a theoretical H2 evolution rate of 0.17 mmol
gDW

-1 h-1 obliterating biomass growth. Else, the stoi-
chiometry permits the evolution of 0.156 mmol gDW

-1 h-
1 of hydrogen with a biomass growth of 10% of the wild
type (0.007 mmol gDW

-1 h-1).
Succinate is an important metabolite for its biotechno-

logical applications as well as for being a metabolite that
bridges the TCA cycle with the electron transfer chain.
As an example of the usefulness of the present meta-
bolic model we have designed an in silico metabolic
engineering strategy to improve the production of succi-
nate. The underlying idea is to design a succinate over-
producing metabolic network (through reaction knock-
out simulations), whereas the intracellular fluxes are dis-
tributed so as to maximize the biological objective func-
tion (e.g. growth) [47]. To this end, OptGene algorithm
[37] was used together with Minimization Of Metabolic
Adjustment (MOMA) [17] as a biological objective func-
tion. MOMA has been reported to provide better
description of flux distributions in mutants or under
un-natural growth conditions as opposed to FBA. A
design objective function which copes with the metabo-
lite of interest, succinate, has been determined maintain-
ing the biological objective function as the biomass
formation.
OptGene simulations for single, double and triple

knock-out strategies were performed to obtain solutions
with improved succinate production, but without drasti-
cally diminishing the biomass production. We used mix-
otrophic conditions, for which wild type optimal growth
rate was 0.17909 mmol gDW

-1 h-1. The best single
knock-out was found to be the mutant of pyruvate
kinase (reaction 2.7.1.40c in iSyn669 and genes sll0587
and sll1275) that has a succinate evolution of 0.5695
mmol gDW

-1 h-1 with a growth rate of 0.0714 mmol
gDW

-1 h-1. Blocking this reaction, preventing pyruvate
and phosphoenolpyruvate from using GTP and GDP
would drive a high increase in succinate production.
The flux between pyruvate and phosphoenolpyruvate
can still be accomplished with reactions 2.7.1.40a and
2.7.9.2, but using ATP and ADP as cofactors. Double
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deletion did not improve the results from the single
knock-out strain, evolving the same succinate produc-
tion with the same growth rate. The best triple knock-
out was found to be the combination of pyruvate kinase
(reaction 2.7.1.40c in iSyn669 and genes sll0018 and
sll0587), fructose-bisphosphate aldolase (reaction
4.1.2.13b in iSyn669 and genes slr0943 and sll1275) and
succinate dehydrogenase (reaction _1.3.99.1 in iSyn669
and genes sll0823, sll1625 and slr1233). This simulated
strain has a succinate evolution of 0.6999 mmol gDW

-1

h-1 with a growth rate of 0.0688 mmol gDW
-1 h-1. This

design combines the blocking of the oxidation of succi-
nate on the electron chain transfer through succinate
dehydrogenase with the prevention of using GTP
between pyruvate and phosphoenolpyruvate and the
lack of an aldolase needed in the reductive mode of the
pentose phosphate pathway. This leads to a situation
where flux is directed to TCA cycle in order to meet
with an overproduction of succinate.
These studies on knock-outs are reaction centered,

even though the in vivo knock-out building will ulti-
mately be through gene manipulations. This is the rea-
son underlying the fact that we found 2.7.1.40c knock-
out as the best result. This design would hint at the idea
of selection of a mutated pyruvate kinase protein speci-
fic for ATP cofactor. This may be difficult to achieve on
the bench, but has high biotechnological expectations.

iSyn669 as a data integration scaffold
Apart from the flux simulations, another important pro-
blem in the field of metabolic systems biology that can
be addressed by using reconstructed genome-scale mod-
els is the integration of the different genome-wide bio-
molecular abundance datasets, i.e. omics datasets, such
as transcriptome and metabolome. An example of algo-
rithms for carrying out such an integrative analysis
through the use of genome-scale metabolic networks is
Reporter Features [48,49]. Reporter algorithm allows
integration of omics data with bio-molecular interaction
networks, thereby allowing identification of cellular reg-
ulatory focal points (i.e. reporter features), for instance
reporter metabolites as regulatory hubs in the metabolic
network.
In this work, Reporter Features software was used to

integrate transcriptional information over the recon-
structed Synechocystis sp. PCC6803 network allowing us
to infer regulatory principles underlying metabolic flux
changes following shifts in growth mode. In particular,
we analyzed the data from a work [50] that reports the
transcriptional changes caused in Synechocystis sp.
PCC6803 by shifts from darkness to illumination condi-
tions and back. As it can be understood from the ratio-
nale beneath the metabolic capabilities of this
cyanobacterium, the presence or absence of light drives

big changes in the flux distribution through the net-
work, as discussed in the previous sections. We have
focused our study on the relationship between the tran-
scription of Synechocystis sp. PCC6803 genes and the
reactions of the metabolic network. Associations
between genes and reactions were identified, listing all
the genes that performed or were involved in a specific
reaction. With this information and the metabolic
model, Reporter Features analysis was carried out. In
brief, the analysis helped to identify metabolites around
which the transcriptional changes are significantly con-
centrated. These metabolites are termed reporter meta-
bolites as they represent key regulatory nodes in the
network.
Gill et al [50] designed the experiment so that Syne-

chocystis was grown to mid-exponential phase (A730 =
0.6 to 0.8). Then, the lights were extinguished and RNA
samples were taken after 24 h in the dark (full dark).
Illumination was then turned back on for 100 min (tran-
sient light), followed immediately by an additional 100
min in the dark (transient dark).
We were interested in two aspects of this study: i) to

identify metabolites around which regulation is centered
during the light regime transitions; and ii) to find the
metabolic genes that were collectively significantly co-
regulated across these transitions [49].The analysis was
divided in three parts: an analysis of the data arrays
from the whole experimental profile ("all time points”),
an analysis of the shift from darkness to a light environ-
ment ("dark to light”) and from light back to dark ("light
to dark”). For a study of the overall genome and its light
regulation, refer to Gill et al [50]. In this study, as the
relationship between the metabolism and this regulation
was investigated, genes with no direct relationship to a
metabolic reaction were not considered. Distributions of
the genes across KEGG Orthologies related to the meta-
bolism altered with the light shift are depicted in Table
5.
All time points
When all seven arrays were used, reporter metabolites
were found to be quite scattered across the metabolism
spanning several metabolic pathways, and thus offering
a global view of the transcriptional response in the
metabolic network (see Figure 4a and Table 6a). Pre-
sence of some amino acids (L-tyrosine, L-isoleucine),
nucleic acids and its precursors (GTP, dihydroorotate),
carbon metabolism metabolites (D-ribulose-5-phosphate,
succinyl-CoA), lipids precursors (myo-inositol, D-myo-
inositol 3-monophosphate), cofactors (thioredoxin,
p-aminobenzoate) and photosynthesis metabolites (plas-
tocyanin) pictures a scenario of a global regulation
throughout the different metabolic pathways.
By using the metabolic sub-network search algorithm,

we found 212 genes that have their expression changed
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across the arrays and that have a relationship with the
metabolites of iSyn669 network. Furthermore, 50 genes
were identified that are strongly co-regulated all along
the profile of the experiment (Additional File 7, section
a). This set of genes is characterized in two groups. The
first set consists of the genes from photosynthesis
(93.85%) and oxidative phosphorylation (6.15%). The
second set is representative of a variety of genes from
different pathways such as amino acid metabolism

(39%), carbohydrate metabolism (22%), nucleotide meta-
bolism (13%), nitrogen metabolism (13%) and metabo-
lism of cofactors (9%) that globally regulates the entire
metabolic network (see Table 5 for further details).
It can be expected that an experimental design like the

one we have based our work on, which combines a shift
from dark to light with a shift back to darkness, will
encompass an important part of the regulatory changes
the cell is undergoing in its natural habitat. In a glu-
cose-deficient environment, the presence or absence of
light is the main condition around which the Synecho-
cystis metabolism gravitates [9]. Indeed, one of the
co-regulated sets consists of the genes coding for the
proteins that work on, and around, the thylakoid mem-
brane, let it be photosynthesis or oxidative phosphoryla-
tion genes.
Dark to light
Next, we considered the arrays that represent the shift
from darkness to light, the first three arrays (from “24
hours of darkness” array to “60 minutes of light” array).
Reporter metabolites were found to be largely within the
nucleotide and amino acid metabolism (Table 6b). Some
cofactors were also identified as regulation hubs like tet-
rahydrofolate, thioredoxin and adenosylcobinamide.
Sub-network search yielded set of 247 genes that have

their expression changed across the first three arrays
and that are related with iSyn669 reactions. Further-
more, 84 genes were identified that are strongly co-
regulated across the three arrays (Additional File 7, sec-
tion b). This set of genes cover photosynthesis (25%),
oxidative phosphorylation (24%), amino acid metabolism
(11%), carbohydrate metabolism (11%), nucleotide meta-
bolism (10%) and metabolism of cofactors (10%).
This set of data arrays are indeed a good example of

a cell’s metabolic machinery starting up. After a 24
hour period in darkness where cell density did not

Table 5 KEGG orthology groups for the metabolic genes altered with the light shift.

All time points Dark to Light Light to Dark

Number
of genes

% Number
of genes

% Number
of genes

%

Energy Metabolism 128 60.38 128 51.82 127 61.65

Amino Acid Metabolism 25 11.79 31 12.55 24 11.65

Carbohydrate Metabolism 24 11.32 28 11.33 23 11.16

Metabolism of Cofactors and Vitamins 13 6.13 26 10.53 12 5.83

Nucleotide Metabolism 12 5.66 23 9.32 12 5.83

Lipid Metabolism 7 3.3 5 2.02 6 2.91

Membrane Transport 3 1.42 4 1.63 2 0.97

Biosynthesis of Secondary
Metabolites

0 0 1 0.4 0 0

Biosynthesis of Polyketides
and Nonribosomal Peptides

0 0 1 0.4 0 0

Total 212 100 247 100 206 100

a)

50 hours of light 
cultivation

24 hours of darkness 100 min of
light

100 min of
darkness

: whole-genome array

L-isoleucine

L-tyrosine
dihydroorotate

D-ribulose-5-
phosphate

GTP

plastocyanin

PSII PSI

b)

amino acid

lipid

cofactor

nucleic acid

metabolite

reporter
metabolite

Figure 4 Reporter metabolites under light/dark regime . a)
Reporter metabolites for all time points set of arrays depicted on the
iSyn669 network. b) Light/dark-shift profiles and localization of the
genome arrays for the work from Gill et al. [47].
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change (see Figure 1 in Gill et al [50]), light enters the
system and the cell starts to synthesize new bio-mole-
cules, mostly nucleotides so it can copy its genetic
material and amino acids to build up proteins.
Light to dark
Finally, we considered the arrays that represent the shift
from light to dark, data from “90 minutes of light” array
to “60 minutes of dark” array. Similar to the previous
case study, reporter metabolites were found to be
focused on the nucleotide and amino acid metabolism
(Table 6c). Additionally, the presence of metabolite a
1,4-alpha-D-glucan_n and its cognate a 1,4-alpha-D-glu-
can_n1 also stands out as they are involved in carbon
reserves catabolism and anabolism.

With the help of the sub-network search, 133 genes
were identified as being significantly co-regulated across
those three arrays (Additional File 7, section c). This set
comprises of the genes from photosynthesis (34%), oxi-
dative phosphorylation (26%), amino acid metabolism
(12%), carbohydrate metabolism (12%), nucleotide meta-
bolism (7.5%) and metabolism of cofactors (4.5%).
This last set of data array is a scenario where metabo-

lism is being shut down, as a consequence of the dark-
ness and lack of carbohydrate source. Without light,
photosynthesis is blocked and carbon fixation is nearly
obliterated. Cells strive to build up carbon reserves
(hence the presence of a 1,4-alpha-D-glucan_n as a
reporter metabolite) and oxidative phosphorylation is the

Table 6 Reporter metabolites for the light shift experiment.

a) b) c)

Metabolite Number of
neighbors

Metabolite Number of
neighbors

Metabolite Number of
neighbors

All time points Dark to Light Light to Dark

L-tyrosine 4 N-carbamoyl-L-aspartate 3 5-phosphoribosyl-N-formylglycineamidine 3

N-carbamoyl-L-
aspartate

3 dihydroorotate 3 diphosphate 76

dTDP 4 5-phosphoribosyl 1-
pirophosphate

9 a 1,4-alpha-D-glucan_n 2

L-isoleucine 3 L-valine 3 a 1,4-alpha-D-glucan_n1 2

D-ribulose-5-
phosphate

4 5-phospho-ribosyl-
glycineamide

3 UDP-N-acetylmuramoyl-L-alanyl-D-glutamyl-meso-2,6-
diaminoheptanedioate

2

D-myo-inositol (3)-
monophosphate

2 O-phospho-L-
homoserine

2 pyridoxine-5’-phosphate 2

myo-inositol 2 peptidylproline (omega
= 180)

4 (E, E)-farnesyl diphosphate 3

L-valine 3 peptidylproline (omega
= 0)

4 GMP 6

succinyl-CoA 3 indole-3-glycerol-
phosphate

2 phosphoribosylformiminoAICAR-phosphate 2

adenosine 2 5-aminoimidazole
ribonucleotide

3 L-aspartyl-4-phosphate 2

GTP 13 tetrahydrofolate
cofactors

8 pantothenate 2

thioredoxin 11 GTP 13 undecaprenyl-diphospho-N-acetylmuramoyl-L-alanyl-D-
glutamyl-meso-2,6-diaminopimeloyl-D-alanyl-D-alanine

2

thioredoxin
disulfide

11 L-glutamate gamma-
semialdehyde

2 MurAc(oyl-L-Ala-D-gamma-Glu-L-Lys-D-Ala-D-Ala)-
diphospho-undecaprenol

2

p-aminobenzoate 2 inosine-5’-phosphate 5 undecaprenyl-diphospho-N-acetylmuramoyl-L-alanyl-D-
glutamyl-L-lysyl-D-alanyl-D-alanine

2

acetylphosphate 2 pantetheine 4’-
phosphate

2 L-aspartate-semialdehyde 2

glycine 7 UDP-N-acetylmuramoyl-
L-alanyl-D-glutamate

2 5-phospho-ribosyl-glycineamide 3

succinate 7 phytoene 2 5’-phosphoribosyl-N-formylglycineamide 4

dihydroorotate 3 thioredoxin 11 sulfur 2

PC 12 thioredoxin disulfide 11 glycine 7

Reporter metabolites for each set of arrays analysed with Reporter Features software.
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main energy pathway that remains present. Regulation is
centered on the energy metabolism shift (60% of the
total co-regulated sub-network), withholding amino
acids and nucleotide precursors and keeping the cofac-
tors available in a low-profile metabolism.

Conclusions
We have successfully reconstructed a genome-scale
metabolic network for Synechocystis sp. PCC6803, called
iSyn669, which allows simulating production of all the
metabolic precursors of the organism. The metabolic
reconstruction represents an up-to-date database that
encompasses all knowledge available in public databases,
scientific publications and textbooks on the metabolism
of this cyanobacterium.
From the annotation publicly available, our metabolic

network includes 882 metabolic reactions and 790 meta-
bolites, as well as the information from 669 genes that
have some relationship with the metabolic reactions.
This model is the most complete and comprehensive
work for Synechocystis sp. PCC6803 to date, which has
its potential as the photosynthetic model organism.
Interestingly, the reconstruction identified 79 reactions
that should be present in the metabolism but with no
cognate gene discovered yet; this should direct experi-
mental work at the discovery of these genes. Topological
characteristics of the network resemble those of other
reconstructed microbial metabolic networks and thus
provide an additional input for the analysis of their
structural and organizational properties from evolution-
ary perspective.
Applicability of iSyn669 metabolic model was demon-

strated by using a variety of computational analyses.
Flux balance analysis was applied in order to simulate
the three physiologically important growth conditions of
cyanobacteria, viz., heterotrophic, mixotrophic and auto-
trophic. Our metabolic model was capable of simulating
the production of the monomers or building blocks that
build up the cells, in the range that is in agreement with
the reported growth experiments. Our photosynthetic
metabolic model includes all of the central metabolic
pathways that previous works [23-25] considered.
Regarding the parts from our model that overlap with
the previous works (part of the central carbon metabo-
lism), the predictions for the flux directionality changes
following light shift match between those models and
iSyn669. In fact, iSyn669 expands the flux study to all
the pathways described in the Synechocystis sp.
PCC6803 genome annotation. Further work should be
directed at the definition of a detailed and descriptive
biomass cell composition, so as to have a better repre-
sentation of the biomass equation for simulation
purposes.

Single reaction/gene knock-out simulations revealed
311 genes that are essential for the survival. Bearing in
mind the distance from the efforts taken in the annota-
tion of the genome of the bacteria and yeast models to
that of the cyanobacterium, our study shows that Syne-
chocystis sp. PCC6803 has a larger fraction of genes that
are essential for producing biomass, as opposed to
Escherichia coli and Saccharomyces cerevisiae. Further
investigation of the causes for this difference will be of
definite interest in understanding the genome annota-
tion and/or the evolution of the metabolic network of
Synechocystis.
Evaluation of the theoretical potential of this organism

to produce hydrogen was assessed, in support of the
efforts directed to this direction from several groups and
scientific council initiatives. Present hydrogen produc-
tion projects are far from the theoretical potential, but
efforts in this field can trigger a very significant increase
of the present hydrogen evolution rates in Synechocystis
sp. PCC6803 or other photobiological production plat-
forms candidates, e.g. Chlamydomonas reinhardtii, Nos-
toc punctiforme and Synechococcus species.
Suitability of the presented model for performing in

silico metabolic engineering analysis was demonstrated
by using OptGene software framework. Furthermore, we
also show that iSyn669 can be used as a scaffold to inte-
grate network-wide omics data. As a case study, we
identified key reporter metabolites around which regula-
tion during light shifts is organized, as well as gene sub-
networks that were co-regulated across the light
conditions.
Altogether, the genome-scale metabolic network of

Synechocystis sp. PCC6803 (iSyn669) will be a valuable
tool for the applied and fundamental research of Syne-
chocystis sp. PCC6803, as well as for the broad field of
metabolic systems biology. iSyn669 represents an impor-
tant step for the integration of tools and knowledge
from different disciplines towards development of
photo-biological cell factories.

Methods
Metabolic network reconstruction
Pathway Tools software [33] was used to construct a
Synechocystis-specific database of genes, proteins,
enzymes and metabolites. Synechocystis sp. PCC6803
genome and annotation files were downloaded from
NCBI Entrez Genome repository as of date 10 of Sep-
tember of 2008 [51]. Pathway tools retrieved a first ver-
sion of the network, which had to be checked with
different kinds of databases depending on the informa-
tion they bear. Databases used towards this purpose
included Enzyme nomenclature database [34], KEGG
pathway database [27], BioCyc genome database [26],
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BRENDA Enzyme database [28] and UniProt protein
database [29].
Parts that characterize Synechocystis network, like the

incomplete TCA cycle [52,53], the presence of the
glyoxylate shunt [35], the interconnected photosynthesis
and oxidative phosphorylation [54] or the cyclic and
non-cyclic electron transport related to these latter pro-
cesses [55-57], were accounted for in detail.
At the end of the reconstruction process, four kinds of

relationships were present in the database: reaction with
cognate genes, reactions that needed to be included in
the model in order to have metabolic precursors in the
network (with no assigned genes), non-enzymatic reac-
tions that have no related gene, and genes described in
the annotations but with no assigned function. For an
overview of the underlying process, please refer to Fort-
ser et al [32] work on the reconstruction of Saccharo-
myces cerevisiae metabolic network.

Linear programming for Flux Balance Analysis
The set of biochemical reactions of the genome-scale
metabolic model were formulated as a steady state stoi-
chiometric model:

S v⋅ = 0

The details are described elsewhere, for example in Ste-
phanopoulos et al [40]. This model describes cellular
behavior under pseudo steady-state conditions, where S is
stoichiometric matrix that contains the stoichiometric
coefficients corresponding to all internal (balanced) meta-
bolites. v is flux vector that corresponds to the columns of
S. Given a set of experimentally-driven constraints, former
equation was solved by using linear programming, the
approach known as flux balance analysis, or FBA [16].
Since the number of reactions is typically larger than

the number of metabolites, the system becomes under-
determined. In order to obtain a feasible solution for the
intracellular fluxes, an optimization criterion on meta-
bolic balances has to be imposed. This can be formu-
lated by maximizing one of the biochemical reactions, e.
g. biomass equation, subject to the mass balance and
the capacity constraints.
For instance,
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where vj is the rate of the jth reaction. The elements of
the flux vector v were constrained for the definition of

reversible and irreversible reactions, vj, rev and vj, irr,
respectively. Additionally, two set of equations were estab-
lished, νj, const, constrained metabolic reactions, and νj,
uptake, uptake reactions, which were bound by experimen-
tally determined values from the literature. Biomass synth-
esis was considered as a drain of precursors or building
blocks into a hypothetical biomass component. Flux
through biomass synthesis reaction, being the biomass for-
mation rate, is directly related to growth of the modeled
organism [40]. Table 3 shows the biomass composition
that was considered in the iSyn669 metabolic model.
Simulations were performed with the OptGene soft-

ware [37]. Some capacity constraints had to be added in
order to have a feasible solution for the linear program-
ming problem. As an example, maximum uptake rates
were determined as follows: maximum glucose uptake
rate under heterotrophic conditions was found to be 0.85
mmol glucose gDW

-1 h-1 [23]. Maximum CO2 uptake rate
was found to be 3.7 mmol CO2 gDW

-1 h-1 [24]. Addition-
ally, we fixed the maintenance requirement for the het-
erotrophic case to be 1.67 ATP moles per mole of
glucose consumed as was determined by ref [24], and
was maintained for autotrophic and mixotrophic growth.

MOMA algorithm
Segre et al [17] introduced the method of minimization
of metabolic adjustment (MOMA) to better understand
the flux states of mutants. MOMA is based on the same
stoichiometric constraints as FBA, but relaxes the
assumption of optimal growth flux for the mutants, test-
ing the hypothesis that the corresponding flux distribu-
tion is better approximated by the flux minimal
response to the perturbation than by the optimal one.
MOMA algorithm searches for a point in the feasible

space of the solutions space of the knock-out (Fj) that has
minimal distance from a given flux vector w. The goal is
to find the vector x ÎFj such that the Euclidean distance

D w x w xi i

i

N

( , ) ( )= −
=
∑ 2

1

is minimized. For details, please address to Segre et al
[17].

Reporter Features algorithm
Reporter Features software [48] works on three kinds of
information - network, omics data and association
between genes and the nodes in the network. We have
used Reporter Features for a transcriptomic analysis, so
our three files were p-values file, resulting from a Stu-
dent t-test run on transcriptomic data, interaction file,
where reactions are connected to the corresponding
substrates and products, and association file, where gene
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are associated to reactions they are involved in, either by
coding for the enzyme or by regulating the gene that
codes for the enzyme.
In brief, Reporter algorithm converts the p-value for a

given node to a z-score by using the inverse normal
cumulative distribution function (cdf-1).

z cdf 1 pgene i
1

gene i= ( )− –

After scoring each non-feature node in this fashion,
we need to calculate the score of each feature j, zfeature j.
We used the scoring method based on distribution of
the means, which is a test for the null hypothesis “genes
adjacent to feature j display their normalized average
response by chance”. In particular, the score of each fea-
ture j is defined as the average of the scores of its neigh-
bour Nj nodes (genes), i.e.:

z
N

zfeature j
j

gene k

k

N j

=
=

∑1

1

To evaluate the significance of each zfeature j, this value
should be corrected for the background distribution of z
scores in the data, by subtracting the mean (mN) and
dividing by the standard deviation (sN) of random aggre-
gates of size N.

z
z m

sfeature j
corrected feature j N

N

=
−( )

Additional material

Additional file 1: iSyn669 reactions to gene connections. Excel file
with the list of iSyn669 reactions and its cognate list of genes.

Additional file 2: iSyn669 genome-scale metabolic model in
OptGene format. Text file with the stoichiometric model, in OptGene
[37] format, with all the constraints needed for its simulation with FBA
algorithm.

Additional file 3: Most connected metabolites with filtered
cofactors. Supplementary table with most connected metabolites once
the cofactors have been filtered.

Additional file 4: iSyn669 metabolic fluxes simulated under four
conditions. Excel file with all the reactions simulations and resulting flux
ranges from the model simulated under four growth conditions:
autotrophy, dark o pure heterotrophy, light-activated heterotrophy and
mixotrophy.

Additional file 5: Fluxes of reactions around pyruvate. Flux values (in
mmol/g DCW/h) for reactions that produce or drain pyruvate in
Synechocystis sp. PCC6803 metabolism. Negative sign in bidirectional
reactions means pyruvate consumption. Reactions names can be traced
in reaction list in Additional files 2 and fluxes can be found in Additional
file 4.

Additional file 6: FBA and MOMA simulation values for biomass
growth in Synechocystis sp. PCC6803, Escherichia coli and
Saccharomyces cerevisiae genome-scale metabolic models. Excel file

with the growth values under MOMA simulation for Synechocystis sp.
PCC6803, Escherichia coli and Saccharomyces cerevisiae. Data for
Synechocystis is original from present work, data for Escherichia coli has
been obtained from metabolic model from reference 18 and data for
Saccharomyces cerevisiae is from reference 30.

Additional file 7: iSyn669 groups of correlated genes in the three
sets of arrays of light shift experiments. Word file with the list of
iSyn669 correlated genes in “All time points”, “Dark to light” and “Light to
dark” analyses.
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1 Introduction

In recent years, the need for a clean, sustainable,
and efficient chemical production platform has
trapped considerable interest of the society. Future

energy requirements demand a sustainable alter-
native for the use of fossil fuels, to restrict further
global warming and pollution. For instance, ad-
vances have been achieved in the design and im-
plementation of microbial processes for the first,
second, and third generation biofuels. However, the
design of a clean industrial production platform
stands as a cornerstone for the next step in green
biotechnology, focused on getting energy from light
source, and relieving air of CO2. Such a strategy of-
fers the much-needed avoidance of diversion of
energy from human food chain or the recollection
of vegetal left-over from the fields. One of the best
places to search for such alternative solutions is
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Synechocystis sp. PCC6803 is a model cyanobacterium capable of producing biofuels with CO2 as
carbon source and with its metabolism fueled by light, for which it stands as a potential produc-
tion platform of socio-economic importance. Compilation and characterization of Synechocystis
genome-scale metabolic model is a pre-requisite toward achieving a proficient photosynthetic cell
factory. To this end, we report iSyn811, an upgraded genome-scale metabolic model of Syne-
chocystis sp. PCC6803 consisting of 956 reactions and accounting for 811 genes. To gain insights
into the interplay between flux activities and metabolic physiology, flux coupling analysis was per-
formed for iSyn811 under four different growth conditions, viz., autotrophy, mixotrophy, het-
erotrophy, and light-activated heterotrophy (LH). Initial steps of carbon acquisition and catabo-
lism formed the versatile center of the flux coupling networks, surrounded by a stable core of path-
ways leading to biomass building blocks. This analysis identified potential bottlenecks for hydro-
gen and ethanol production. Integration of transcriptomic data with the Synechocystis flux coupling
networks lead to identification of reporter flux coupling pairs and reporter flux coupling groups – reg-
ulatory hot spots during metabolic shifts triggered by the availability of light. Overall, flux coupling
analysis provided insight into the structural organization of Synechocystis sp. PCC6803 metabolic
network toward designing of a photosynthesis-based production platform.
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naturally occurring micro-organisms, where the
goal of trapping light and CO2 has already been
achieved several millennia back. Photoautotrophs
harvest energy from photons through the photo-
synthesis and shape carbon skeletons out of at-
mospheric CO2 through Calvin cycle’s carbon fixa-
tion. Nowadays, the capability of taming such or-
ganisms to the production of energy-rich com-
pounds for use as biofuels, e.g., alcohols or
hydrogen, is a goal that is within our reach [1].

In the search for such an ideal system, focus has
been set on algae and cyanobacteria.These unicel-
lular organisms have been targeted due to their
ease of cultivation, little nutritional demands and
tolerance – its wide range of habitats include aquat-
ic (saltwater and freshwater), terrestrial, and ex-
treme environments (including frigid lakes of the
Antarctic or hot springs). Additionally, they would
not suffer from the disadvantages encountered
with the current strategies, being capable of pro-
ducing biofuels in an essentially continuous
process [2]. Synechocystis sp. PCC6803 is a
cyanobacteria model organism for its robust
growth characteristics, is naturally transformable
[3], with its genome sequenced, and annotated [4].
At present, there is probably no other cyanobac-
terium which has been investigated in such detail,
making it an interesting organism for biotechno-
logical applications [5] such as heterologous pro-
duction of metabolites like isoprene [6], poly-beta-
hydroxybutyrate [7], alcohols [2], biofuels [8], and
bio-hydrogen [1]. Synechocystis is thus an attractive
candidate for developing a clean and sustainable
platform for biotechnological processes aimed at
value-added products formation.

Metabolic models at the genome-scale are one
of the pre-requisites for rational metabolic engi-
neering approaches as well as for eventually devel-
oping synthetic cell factories [9–11]. Genome-scale
metabolic models also offer an opportunity to sys-
tematically analyze omics datasets in the context of
cellular metabolic phenotypes and thereby to gain
insights into the operational principles of the cell
factories. Genome-scale metabolic modeling ap-
proach has been applied to a diversity of organisms
in a variety of conditions in the context of metabol-
ic engineering, pathway re-routing, and systems
biology in general. In this sense, previous works on
Synechocystis metabolic models [12–14] are a good
start to use these in silico design approaches to-
ward creating a photosynthetic bio-refinery. One of
the interesting approaches for understanding the
operating principles and capabilities of a micro-or-
ganism is to analyze the stoichiometric links be-
tween the metabolic reactions at the steady state –
an approach termed flux coupling analysis. Flux

coupling analysis, first presented by Burgard et al.
[15], has been used to study flux capabilities of Sac-
charomyces cerevisiae and Escherichia coli [16] and
has facilitated metabolic flux analysis [17].

In this study, we present an upgraded and up-
dated Synechocystis sp. PCC6803 genome-scale
metabolic model (iSyn811). The updated model is
used to gain insights into the organization and op-
erational principles of the Synechocystis metabolic
network. Four growth conditions were investigated
in iSyn811: (i) autotrophy, where light enters the
system to feed energy needs and molecular CO2 to
build carbon skeletons; (ii) pure, dark heterotrophy
(DH), where glucose is the only source of carbon
and energy; (iii) LH, where in addition to glucose
light enters the system as a source of energy; and
(iv) mixotrophy, where CO2, glucose, and light enter
the cell. We show the usefulness of the flux cou-
pling analysis by identifying flux connectivity char-
acteristics in the above four growth conditions of
physiological relevance for industrial production.
Flux coupling networks were further analyzed by
applying the reporter features algorithm [18, 19]
and thereby revealing some of the key transcrip-
tional regulatory patterns prevailing in the Syne-
chocystis sp. PCC6803 metabolic network.

2 Material and methods

2.1 Genome-scale metabolic model and database

Genomic, metabolic, and bibliomic data were com-
piled with iSyn669 [14] model at the center, result-
ing in an up-to-date Synechocystis sp. PCC6803-
specific database of genes, proteins, enzymes, and
metabolites.This database was built with the aid of
Pathway Tools software [20] and is available upon
request.

Starting with this database, genes and reactions
were manually curated and assembled in order to
obtain a flux balance model that could simulate the
known characteristics of Synechocystis metabolism.
Functionality and model usefulness were checked
through a variety of algorithms such as FBA,
MOMA, and Reporter Features [18, 19].This model
bears four kinds of gene-reaction relationships: re-
action with cognate genes, reactions that needed to
be included in the model in order to have metabol-
ic precursors in the network (with no assigned
genes), non-enzymatic reactions that have no re-
lated gene, and genes described in the annotations
but with no assigned function. The new version of
Synechocystis sp. PCC6803 genome-scale metabol-
ic model has been named iSyn811 and is available
at http://www.sysbio.se/BioMet.
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2.2 Constraints used for flux balance simulations

FBA simulations were constrained so as to
match an autotrophic specific growth rate of
0.09 h–1 which corresponds to a light input of
0.8 mE gDW

–1 h–1 and to a net carbon flux of
3.4 mmol gDW

–1 h–1 into the cell, with HCO3
– and CO2

as carbon sources. These parameters were main-
tained for comparative purposes in the het-
erotrophic condition, glucose being the sole carbon
source and blocking photons input in the DH. Some
of the constraints were altered in the mixotrophic
conditions in order to simulate the characteristic
flux distribution of this growth mode. Phosphate,
water, sulfate, nitrate, ammonia as well as carbon
monoxide and hydrogen peroxide transport across
the membrane were considered and properly
bounded. Some of the reversible reactions involv-
ing NADH and NADPH were constrained to be ir-
reversible so that spurious transhydrogenation was
controlled. All the relevant constraints used in this
study can be found in Supplementary information
(Table 1, file 1).

2.3 Flux coupling analysis

We adapted the flux coupling finder procedure de-
veloped by Burgard et al. [15] to analyze the func-
tional associations between the reactions of the
genome-scale metabolic network of Synechocystis
sp. PCC6803 across the four different simulated
growth conditions.This constraint-based modeling
approach relies on minimization and maximization
of the intra-cellular flux ratios to determine the ex-
tent of the dependency between any two reactions
within the network, given the mass-balance con-
straints and the exchange fluxes with the environ-
ment. The difference between our implementation
and the original algorithm [15] is that we did not
create coupled reaction sets; instead, we examined
each of the reaction pairs for the type of flux cou-
pling relationship. Computational requirements
were on the order of minutes for the complete
genome-scale model. The algorithm was imple-

mented in Matlab® (MathWorks®) by using GLPK
as linear programming solver (http://www.gnu.org/
software/glpk/) and is available upon request.

Four types of flux coupling relationships were
considered: (i) fully coupled: non-zero flux in one
reaction implies non-zero and fixed flux through
the other reaction, and vice versa; (ii) partially cou-
pled: non-zero flux in one reaction implies non-
zero but variable flux in the other reaction; (iii) di-
rectionally coupled: non-zero flux in one reaction
implies non-zero flux in the other, but not neces-
sarily the reverse; and (iv) uncoupled: presence of
flux through one reaction does not bound flux
through the other and vice versa (reactions are sto-
ichiometrically independent at steady-state) [15].
The flux-coupling results shown here are from the
calculations run without including a biomass for-
mation reaction (description of the constraints
used can be found in Supplementary Table 1, file 1,
and coupled reactions can be found in Supplemen-
tary information, file 2). The biomass equation was
excluded in order to avoid coupling of a large
number of fluxes to the biomass formation reac-
tion. However, all biomass components were al-
lowed to be drained independent of one another.
Calculations performed with the biomass forma-
tion reaction present retrieved similar coupling
patterns within the rest of the reactions (data not
shown).

2.4 Transcriptome data analysis

Reporter features algorithm [18, 21] was used to in-
tegrate this data in the flux coupling networks.This
algorithm works with three kinds of information:
(i) p-values for genes, resulting from, for example,
Student’s t-test run on transcriptomic data, (ii) in-
teraction file, where genes/reactions are connected
to the corresponding features, in this case the sets
of coupled reactions, and (iii) association file,
where genes are linked to the corresponding reac-
tions.

In the present case, the interaction file was the
list of coupled reactions and the association file

Table 1. Relative distribution of reactions among different flux coupling relationships. Percentages of reactions falling within each coupling type are High-
lighted in italics. A reaction can participate in more than one coupling set and hence the number of reactions in a coupled group do not necessarily sum up
to the total number of reactions.

E. coli S. cerevisiae Synechocystis Synechocystis Synechocystis Synechocystis
autotrophic mixotrophic LH DH

Directionally 421 35.8 473 39.3 527 41.3 517 39.4 517 40 512 39.6
Fully coupled 353 30 265 22 214 16.8 226 16.4 227 16 213 15.7
Partially coupled – 44 3.6 113 8.8 111 8.7 111 8.7 111 8.7
Reactions in model 1176 1204 1275 1275 1275 1275
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linked gene symbols in the p-values file to the re-
action names as used in the interaction file. We re-
trieved the transcriptomic data from a contribution
that studied clusters of genes differentially ex-
pressed with and without light [22]. In this work,
Synechocystis sp. PCC6803 was grown under 24 h of
darkness, followed by 100 min of light and 100 min
of darkness. Seven genome-wide transcriptional
analyses were performed over the length of the ex-
periment.

3 Results

We first present an updated genome-scale meta-
bolic model that has been thoroughly tested for the
use with the steady state metabolic simulation al-
gorithms. This model has been the basis of flux
coupling analysis which uncovers coupling poten-
tial among reactions, as well as for integration of
transcriptome data toward revealing regulation
patterns among these coupled reactions.

3.1 Updated genome-scale model of Synechocystis
sp. PCC6803

Our previous genome-scale metabolic model,
iSyn669, was updated to iSyn811, which bears 956
reactions, 866 of them with cognate genes, 911
metabolites and 811 genes. When bidirectional re-
actions are converted to unidirectional, a pre-req-
uisite of flux coupling analysis algorithm used in
this study, the number of reactions is extended to
1245 reactions. Methods were used as described
previously [14] in order to cope with unspecificity
with respect to cofactor or metabolite usage, unbal-
anced reactions and reversibility. Biomass equation
used was the same as the iSyn669 model [14],
which takes into account amino acids, nucleic acids,
lipids, carbohydrates, ribonucleotides, deoxyribo-
nucleotides, and antenna chromophores.This mod-
el has been compiled in OptGene [21] format in or-
der to be readily usable with this software and is
available at BioMet webpage (http://www.sysbio.se/
BioMet).

In order to further facilitate the use of the Syne-
chocystis sp. PCC6803 model, we have also com-
piled our work as a Pathway Tools Tier 2 Pathway-
Genome Database (PGDB) (available upon re-
quest). Searches for genes, reactions, proteins,
pathways, and regulations can be performed on
this service. Our Synechocystis sp. PCC6803 data-
base consists of 3622 genes, 3572 proteins, 58 trans-
port reactions, 701 compounds, 43 tRNAs, and 889
enzymatic reactions distributed among 180 Meta-
Cyc pathways.

3.2 Blocked reactions

Reactions that could not carry steady state flux for
a given set of environmental constraints [au-
totrophic, mixotrophic, dark heterotrophic (DH), or,
light-activated heterotrophic (LH)] were identified
as blocked reactions.

iSyn811 blocked reactions range between
39.45% under autotrophy to 41.25% under DH, some
more than E. coli (28%) [23] and similar to S. cere-
visiae (39.2%) [24] both under aerobic heterotrophy
(Supplementary information,Table 2, file 3). Focus-
ing on the different growth conditions of Syne-
chocystis, mixotrophy stands as the condition with
the least number of blocked reactions, but not far
from the other conditions. Autotrophy has the im-
port of glucose and the phosphorylation of glucose
blocked. Many of the folate biosynthesis reactions,
photosynthesis reactions, and Calvin cycle (CO2
fixation) can have non-zero steady state flux only
under autotrophic and mixotrophic conditions. DH
has most of the photosynthesis pathway blocked
and, as LH and mixotrophy, allows flux in the up-
per part of the glycolysis and the import of glucose.
Mixotrophy, as the condition with least blocked re-
actions, stands in between autotrophy and het-
erotrophy: flux is feasible through folate biosyn-
thesis, Calvin cycle, photosynthesis as well as all
the glycolysis; additionally, many coenzyme A
biosynthesis reactions have potential non-zero flux
only in this condition.

3.3 Flux coupling

As reported by Burgard et al. [15], an imposed con-
stant stoichiometry biomass composition leads to
the generation of one large coupled reaction set
that is mostly fully coupled. This biomass reaction
serves simulation purpose of draining the com-
pounds necessary for cell growth (e.g. amino acids
and nucleotides) in a pre-specified stoichiometry.
We have seen that the coupling sets of networks
with and without biomass-coupled reaction are es-
sentially the same in terms of diversity and relative
fraction of different types of couplings (data not
shown). In fact only one set of reactions, which is
the drain of monomers to the biomass reaction, is
additionally present in the latter (set that repre-
sents 67 reactions, 5.25% of the total reactions in
iSyn811). As the biomass reaction is an abstraction
of growth and has purely simulation purposes, we
here present only the results of networks with in-
dependent biomass monomer drains under the
four studied growth modes.

iSyn811 presents similar relative distribution of
coupling patterns as E. coli and S. cerevisiae, with
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twice more directionally coupled sets than fully
coupled and almost one-fifth of partially coupled
groups (Table 1). Furthermore, the Synechocystis
model portrays less fully coupled reactions and
two-fold more partially coupled reactions than S.
cerevisiae model. The distribution of coupled reac-
tions is shown in Table 1 and the complete sets of
coupled reactions are provided in Supplementary
information (file 2).

3.3.1 Autotrophy
In this growth condition, light is the source of
energy and molecular CO2 of carbon skeletons.
Photosynthesis is essential in this mode in order to
fulfil the cellular needs of ATP and redox poten-
tial. Looking at the effect of growth conditions on
flux coupling analysis, we observed that the au-
totrophy has slightly less fully coupled sets and 
a few more directionally coupled reactions (Fig-
ure 1A).An interpretation of the different coupling
cases from a biological perspective can be found in
Figure 2.

Most coupled reactions are directionally cou-
pled, with the corresponding reactions spanning all
functional pathways in the Synechocystis metabol-
ic model. Directionally coupled reactions are rela-
tionships where activity in one reaction obliges an-
other to have activity but not the other way around.
The carbon fixation and the entrance of CO2 to the
cell stand in the center of the network together with
ATP production in the thylakoid membrane (which
is the node with the highest degree, 254), leaving
the rest of the coupling sets to stem from them. No-
tably, almost all the fatty acid biosynthesis is direc-
tionally coupled to many central pathways as gly-
colysis, pentose phosphate pathway, and Calvin cy-
cle. Almost all reactions from photosynthesis are
directionally coupled (only five couplings are left to
be fully coupled) and in such a way that follows the
photosynthesis pathway structure, as they are cou-
pled also with the oxidative phosphorylation.

In the fully coupled reaction network there is
one big cluster, several medium size clusters (with
four or more reactions) and many 2- and 3-mer
sets. Fully coupled reactions are reactions whose
flux ratios have a constant value, thus activity of
one reaction forces another one to have a specific,
unique, value. Interestingly, the large cluster (high-
ly interconnected with 102 reactions and 5151 con-
nections) is made up of most of the reactions (11
out of 13) of the chlorophyll pathway interconnect-
ed between them and connected with reactions
from fatty acid biosynthesis, from carotenoid
biosynthesis, and several amino acids (aspartate,
histidine, and glutamate, among others). Medium-
sized clusters are an 8-mer set for the of NAD(P)

metabolism, an 8-mer set for biosynthesis of
steroids, and a 5-mer for purine metabolism.

Finally, partially coupled reactions are the reac-
tions that are mutually needed, but whose fluxes
can have a range of values. In partially coupled re-
actions sets, we have found two noteworthy groups.
First, a complex of 111 reactions made up of a core
of 11 reactions part of the porphyrin and chloro-
phyll metabolism (specifically, S-adenosyl methio-
nine, or SAM, formation) and 17 reactions part of
the fatty acid biosynthesis (malonyl-CoA formation

Figure 1. Flux coupling network for autotrophic growth condition.
A) Global network topology. Nodes represent reactions and are colored
according to the pathway they belong to (for instance, orange is photosyn-
thesis, dark gray is oxidative phosphorylation, dark pink is Calvin cycle,
dark green is glutathione metabolism, red is fatty acids, and different
grades of green are different amino acids syntheses). Edges represent flux
coupling and are colored according to the type of interaction (blue – direc-
tionally, red – fully and green – partially coupled). B) Reporter flux coupling
groups for dark-light-dark shifts under autotrophic growth conditions.
Pyrimidine fully coupled set (ful16) in light purple, blue color represents
the photosynthesis and oxidative phosphorylation cluster of dir1 coupling
group. These groups are reporter couplings in all the studied conditions: all
time points and in the light shifts from dark to light and light to dark. Purine
fully coupled biosynthesis (ful4) in green color highlights regulation in all
time points and during the shift from light to dark. Glutamate directionally
coupled metabolism (dir2) in red is identified to be a regulatory hub on all
time points. Fully coupled set of NAD(P)H turnover (ful3), depicted in yel-
low, is a regulatory center in dark to light environmental shift.
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and its union with acyl carrier protein are coupled
with the oligomerization reaction of lipids). The
second group is made of the carboxylative reaction
of the ribulose-1,5-bisphosphate carboxylase oxy-
genase (RuBisCO) and the phosphoribulokinase
reaction, this is, the reaction that fixes the atmos-
pheric carbon and the one that generates the sub-
strate in which CO2 will be fixed. These sets are a
good example of partially coupled reactions. For
example, flux ratios between SAM formation and
chlorophyll synthesis have a minimum value (as
chlorophyll a needs SAM and is also needed for the
cell composition), but the activity on reaction
2.5.1.6 (formation of SAM) is not the only reaction
where SAM can be produced and, thus, has a range
of possible values in order to fulfil the need of
chlorophyll.

3.3.2 Heterotrophy
In this growth condition, energy and carbon come
from glucose or other carbohydrates. Cyanobacte-

ria researchers identify this condition as “dark het-
erotrophy” (DH), in order to differentiate it from a
“light-activated heterotrophy” (LH) condition
where photons are permitted to enter the system,
hence activating photosynthesis, but with no CO2
fixation. Little differences in the coupling distribu-
tion or network clustering have been found across
these two conditions (Table 1). The only difference
comparing both conditions is that the LH network
has a complete photosynthesis cluster, which em-
beds the reactions from the oxidative phosphoryla-
tion, while the DH network has only the photosyn-
thetic reactions needed for a proper oxidative
phosphorylation pathway, as both share some ele-
ments in the thylakoid membrane.

Directional coupling is a predominant charac-
teristic in this network, even though as a major dif-
ference to autotrophic condition, glucose entering
the cell and its phosphorylation are centrally locat-
ed in the network together with ATP synthase,
which is again the most connected reaction with a

Figure 2. Examples of potential applications of iSyn881 flux coupling analysis for metabolic engineering.
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degree of 251. This change alters the networks in
such a way that all other groups and cluster are
arranged around these reactions. Nonetheless, as
in the autotrophic case, almost all of the fatty acid
biosynthesis, NAD(P) metabolism and porphyrin
and chlorophyll metabolism reactions are direc-
tionally coupled between themselves and connect-
ed to these two reactions. Moreover, purine and
pyrimidine biosynthesis and glutamate and proline
pathways are coupled together in a linear way, but
independent of the core of the network.

Fully coupled reactions sets in DH are analo-
gous to autotrophic.The highly-connected big clus-
ter is also found (with 102 reactions and 5151 con-
nections inter and intra pathways), made out of
chlorophyll pathway, fatty acid biosynthesis,
carotenoid biosynthesis, and several amino acids
reactions. The similarity in the smaller sets is no-
table: medium clusters are present, like the ones
with reactions of the steroids biosynthesis, NAD(P)
metabolism, and fatty acid biosynthesis and sever-
al smaller like most of the glutathione metabolism
(forming 2-mers) as well as groups of reactions
from fatty acid biosynthesis and amino acids. Nev-
ertheless some small sets stand out as different,
like some reactions from pyruvate metabolism and
pentose phosphate pathway, a few reactions from
photosynthesis, as well as the appearance of the
oxidative reaction of the RuBisCO enzyme that
works as a source of glycolate, needed for the gly-
oxylate shunt.

Heterotrophic partially coupled reactions are
different from the ones in the autotrophic: SAM
coupled to all the reactions of chlorophyll metabo-
lism and fatty acid biosynthesis are present, but the
partial coupling of ribulose-1,5-bisphosphate pro-
duction and use is no more present. If there is no
carbon fixation, it is clear that ribulose-1,5-bispho-
sphate will not be drained at RuBisCO carboxylase
reaction.

3.3.3 Mixotrophy
This condition is a blend of the previous two con-
ditions. Glucose, molecular CO2, and photons are
present in the system; hence, carbon and energy
have more than one source. Interestingly, we see a
different network topology of coupling networks
from the previous conditions: fewer clusters and
less connectivity are found in this condition, due
to the fact that the mixotrophic condition has
more feeding sources and is, thus, more flexible in
the flux distribution, i.e., with more degrees of
freedom. Molecular carbon fixation and glucose
transport and phosphorylation are coupled, but
only connected to the ATP production which is the
reaction at the core of the network. This coupling

permits the mixed flux behavior that was ob-
served in previous work [13, 14]. Photosynthesis
cluster is present analogously to the autotrophic
condition. In our mixotrophic coupling network,
ATP synthase is the most connected reaction with
a degree of 256. Furthermore, mixotrophy is the
condition with fewer couplings, which is due to the
increase in the degrees of freedom of the flux dis-
tribution.

As it happens with the other two conditions, di-
rectionally coupled reactions are the largest set of
coupling pairs in the network. In this case, though,
carbon entering the system is detached from the
nucleus of the network, leaving that place to the
ATP production from which the biomolecular-
building pathways stem. Fatty acid biosynthesis,
NAD(P) metabolism, pyrimidine and purine bio-
synthesis, porphyrin and chlorophyll metabolism,
sucrose metabolism, and TCA cycle reactions are
directionally coupled inter pathways, and some of
them also intra pathway.

Fully coupled reactions follow the trend of the
other conditions. The highly-connected big cluster
is present with 102 reactions (and 5151 connections
inter and intra pathways): fatty acid biosynthesis,
porphyrin, and chlorophyll metabolism are includ-
ed, as well as several amino acids. As in the previ-
ous cases, the medium-sized sets include clusters
for the biosynthesis of steroids, NAD(P) metabo-
lism, and purine metabolism. Smaller sets include
2-mers from Calvin cycle, glycolysis, pentose phos-
phate pathway, photosynthesis, porphyrin, and
chlorophyll metabolism and almost all the glu-
tathione metabolism.

Mixotrophic partially coupled reactions are the
same as in the heterotrophic case. Feeding of ribu-
lose-1,5-bisphosphate is not found in partial cou-
plings and has gone to the less restrictive direc-
tional coupling set due to the increase in the de-
grees of freedom of the mixotrophic network.

3.4 Reporter couplings

Reporter features is a method designed to, given a
bio-molecular abundance data, discover major reg-
ulatory players in a biological network [14, 18, 19].
Reporter features algorithm was applied to the
coupling network in order to identify regulatory
hubs – reporter flux coupling pairs and reporter flux
coupling groups. In particular, we address the task
of identification of flux coupling reaction pairs or
groups that are differentially regulated during 
light shifts: from 24 h of darkness to 100 min of 
light to 100 min of darkness. Genome-wide tran-
scription data were taken from the study by Gill et
al.[22].
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3.4.1 Reporter coupling pairs
A coupling characterizes functional relationship
between the two reactions, viz. directional, full or
partial coupling. Each coupling pair was independ-
ently studied across the transcription data arrays of
a light-shift experiment discovering regulatory
hubs – reporter coupling pairs (Supplementary in-
formation, file 4).

All time points
Using all seven transcription arrays as input, we
covered two light shifts: turning on the photosyn-
thesis and metabolic machinery and shutting it
down. We looked for couplings with significant co-
regulation among all seven arrays. Most statistical-
ly significant pairs were the ones covering the con-
nection between pathways from the central carbon
metabolism (purine metabolism, coenzyme A
biosynthesis) or biological building blocks (fatty
acid biosynthesis, porphyrin, and chlorophyll me-
tabolism, biosynthesis of steroids) to amino acid
pathways (glutamate, threonine).

Dark to light
In this analysis, we focused on the shift from
darkness to the growth in the presence of light.
RuBisCO (reaction 4.1.1.39 in the model) stands as
the most influential regulatory hub in this set and
most significant pairs bear this vital reaction.Addi-
tionally, the core carbon metabolism (Calvin cycle,
TCA cycle) is significantly paired to building block
synthesis pathways (carotenoid biosynthesis, por-
phyrin, and chlorophyll metabolism, fatty acid
biosynthesis) as well as to amino acid biosynthesis
(histidine, aspartate). Photosynthesis reactions are
scarcely present in seven pairs, which are not the
most significant.

Light to dark
Finally, we analyzed the shift from an illuminated
condition to darkness. Most statistically significant
pairs cover pathway from the central carbon me-
tabolism (sucrose metabolism, glycolysis, pentose
phosphate pathway) links to biosynthesis path-
ways (biosynthesis of steroids, purine metabolism,
porphyrin, and chlorophyll metabolism, fatty acid
biosynthesis) and to amino acids (aspartate,
isoleucine). Interestingly, photosynthesis reactions
are predominant in this set (93 out of 586), even
though they are not present in the most significant
pairs. Additionally, carboxylative reaction from
RuBisCO is not significant.

3.4.2 Reporter coupling groups
Groups of coupled reactions were compiled by con-
necting reactions coupled to each other. This way,

we were able to identify higher order regulatory
hubs – reporter coupling groups for the light shift
dataset (Supplementary information, file 5).

All time points
We looked for coupling groups with significant cor-
regulation among all the seven arrays, which cov-
ered both light shifts. Glutamate directionally cou-
pled metabolism (dir2), purine fully coupled
biosynthesis (ful4), and pyrimidine fully coupled
set (ful16) were identified as reporter coupling
groups (their knitting over the iSyn811 coupling
network can be seen in Figure 1B).

Dark to light
We found three reporter coupling groups that were
significant during the start-up of metabolism fol-
lowing the availability of light. Reporter couplings
were glutamate directionally coupled metabolism
(dir2) and two fully coupled sets: pyrimidine (ful16)
and NAD(P) metabolism (ful3).

Light to dark
Two fully coupled groups were revealed as reporter
coupling groups: pyrimidine (ful16) and purine
biosynthesis (ful4).

Finally, as dir1 coupling group conveys 388 re-
actions (32.7% of the total) we have used clustering
methods [25] (http://clusterviz.sourceforge.net/) to
identify significantly coregulated subsets.The clus-
ter made up of all directionally coupled reactions
from the photosynthesis and the oxidative phos-
phorylation from dir1 set was discovered as such in
all three data sets, even though the 388-mer dir1
set, as a whole, is not.

4 Discussion

We have hereby described the flux coupling land-
scape in the Synechocystis sp. PCC6803 genome-
scale metabolism, affirming the use of this method-
ology to gain insight into the capabilities of
genome-scale metabolic network reconstructions,
and into the regulatory principles underlying the
adaptation to a major environmental alteration, viz.
light shift.

4.1 Blocked reactions

Blocked reactions in iSyn811 are in comparable
numbers to that of E. coli and S. cerevisiae (Supple-
mentary information,Table 2, file 3).Altogether, al-
most 40% of the known metabolic reactions in those
genome-scale models cannot carry flux under
commonly used growth conditions. Among the
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main reasons for this apparent dispensability are:
(i) incomplete description of the biomass composi-
tion, and (ii) medium composition used in simula-
tion. Nevertheless, a large number of metabolic re-
actions are possibly active only under environmen-
tal conditions not typically used in laboratory stud-
ies. Differences observed between the different
growth modes of Synechocystis sp. PCC6803 are in
accordance with the physiological information and
previous modeling studies [13]: autotrophy has
glucose transport and catabolism blocked; in het-
erotrophy blocked reactions are among photons
usage and carbon fixation. Mixotrophy stands as
the growth mode in which less blocked reaction are
present. In fact, this mode has more uptake free-
dom degrees than the previous: glucose and CO2
can be used as carbon source and glucose and pho-
tons as energy source.

4.2 Coupling networks across growth conditions

In all three conditions directionally coupled reac-
tions are dominant. Fully coupled reactions follow
and partially coupled reactions are far behind
(Table 1). Even though there are significant differ-
ences, the network of coupled reactions has quite
similar topology: metabolic precursors needed for
cell growth stem out of the reactions responsible of
ATP production and carbon transport and metabo-
lism (Calvin cycle in autotrophy, upper part of gly-
colysis in heterotrophy). Apart from the central
nodes of the network, topology is almost identical.
This suggests the idea that, once carbon has been
metabolized by the cell and energy has been
drained from it, the coupling of the anabolic part of
the metabolism is independent of the growth con-
dition. Metabolic flux coupling of Synechocystis sp.
PCC6803 has evolved around the need to be flexi-
ble in the acquisition of skeletons for building
blocks, but is conservative on the construction of
these building blocks (fatty acids, amino acids, nu-
cleic acids, etc) as well as on the ATP production.
Following the “bow tie” description of metabolism
[26] Synechocystis appears flexible to growth con-
ditions on the first half of the metabolism (catabo-
lism of environmental molecules to construct pre-
cursors), but conservative on the anabolism of
polymers and complex assemblies. This character-
istic helps to explain the wide range of living con-
ditions in which Synechocystis sp. PCC6803 is found
in nature and the scarce needs it has for its growth
on the bench [27].

4.3 Photosynthesis couplings

Apart from direct biotechnological designs,
iSyn881 model and present analyses can also be of
use for the study of biochemical questions, like the
functioning of the photosynthesis pathway (Figure
3). Photosynthesis, present in autotrophy, mixotro-
phy and LH, is mostly directionally coupled intra
pathway and with the reactions from oxidative
phosphorylation, embedding four fully coupled
clusters following the entrance of photons to pho-
tosystem I and II, the ADP recycling and the
NADP+ reduction to NADPH. Photosynthesis and
oxidative phosphorylation clusters are directional-
ly coupled to the rest of the network through only
one reaction – ATP synthase, which plays a central
role in the network as it is the most connected one
in all the conditions and is coupled to reactions
from almost all the pathways present in the cell
metabolism.

Photosynthesis can work in a linear manner
(that includes photosystem I and II) or in a cyclic
manner (around photosystem I). These different
routes produce different products: linear evolves
ATP and NADPH and cyclic produces solely ATP. In
our coupling network _PSI and _PSII (reactions for
photosystem I and II excitation, respectively) are
independently directionally coupled to ATP syn-
thase. Thus, PSI and PSII are uncoupled between
them, meaning that there is no fixed flux ratio, or
fixed ratio values window, between the two reac-
tions. This ratio can be calculated as a result of the
photons that actually enter each photosystem (in
fact, usually studies look to the easier to measure
electrons that flow on each photosystem), but the
potentialities of the network do not constraint the
values of that ratio.

Additionally, neither PSI, PSII or ATP synthase
are coupled to NADPH reduction in thylakoid
membranes (reaction _1.18.1.2, Figure 3). This re-
action is fully coupled to _FNR, reaction that links
ferredoxin oxidation to NADPH reduction. The
scarce couplings of _1.18.1.2 can be interpreted as
that there are many reactions that reduce NADPH
among the metabolism or that reduce NADH and
then this is converted to NADPH.

4.4 Biofuels and flux coupling

Hydrogen production is fully coupled to NADPH
formation as well as directionally coupled to differ-
ent pathways linking to the metabolic potential of
the cell, like carbon fixation through RuBisCO re-
action, 1,3-diphosphateglycerate production in gly-
colysis and NADP metabolism. This indicates that
those reactions may be bottlenecks for boosting the
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H2 production in this organism and should be con-
sidered as genetic targets when aiming at increased
hydrogen production strains. Theoretical limit on
the productivity of hydrogen was also probed by
solving a series of linear optimization problems.
Using autotrophic growth conditions, and fixing
carbon and light feeds, H2 evolution was studied as
a function of minimal demand on biomass forma-
tion (Figure 4). Maximum hydrogen productivity
was observed at specific growth rate 0.0448 h–1

with corresponding maximum H2 production rate
0.085 mmol gDW

–1 h–1.
Another interesting compound of socio-eco-

nomic importance that can be a potential product
of Synechocystis cell factory is ethanol. Ethanol
production is directionally coupled to the pyruvate
metabolism and to ATP synthase, as well as to some
reactions from the central carbon metabolism, e.g.
glycolysis and pentose phosphate pathway. Addi-
tionally, it is partially coupled to Calvin cycle under
autotrophic condition. In order to increase the
ethanol yield, the central carbon metabolism must
be engineered –fluxes around pyruvate must be re-
routed so as to increase alcohol production. Uptake
fluxes of carbon and photons are also predicted
targets for interesting genetic modifications. These
findings will be useful in exploiting the photo-fer-
mentative metabolism – so called photanol strategy
[2]. As in case of hydrogen, theoretical productivity
of ethanol was simulated by using FBA. Using au-

totrophic, mixotrophic and dark heterotrophic
growth conditions, and fixing carbon and light
feeds, theoretical ethanol production rate vs.
growth was studied (Figure 5). Under autotrophy,
maximum ethanol productivity was reached at
specific growth rate of 0.0448 h–1 with
0.85 mmol gDW

–1 h–1 of ethanol production flux. Un-
der DH, maximum ethanol productivity was
reached at 0.0402 h–1 with 0.567 mmol gDW

–1 h–1

yield of ethanol. Values of LH are comparable to
DH. Under mixotrophy, maximum ethanol produc-
tivity was reached at 0.0895 h–1 with production
rate of 1.7 mmol gDW

–1 h–1.

4.5 Reporter flux couplings

Reporter flux coupling pairs identified regulato-
ry hubs among the coupling pairs. Most statistical-
ly significant pairs, across all analyses, were the
ones connecting amino acid pathways with either
central carbon metabolism, from which they drain
precursors, or biological building blocks to which
they are the source. Pairs in which RuBisCO was
present were identified as major reporter coupling
pairs in dark to light shift, leading the most statisti-
cally significant pairs. Photosynthesis is predomi-
nantly present in light to dark shift, even though
pairs with reactions from central carbon metabo-
lism to amino acids biosynthesis are most signifi-
cant.

Figure 3. Flux coupling network of photosynthesis and oxidative phosphorylation. Photosynthesis is depicted in light gray and oxidative phosphorylation in
dark gray. Directional couplings are fine edges and full couplings are indicated by thick edges.
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Figure 4. Theoretical productivity of hydrogen as per iSyn811. Productivity of hydrogen was studied by maximizing H2 evolution at different minimal de-
mand constraints on biomass formation under autotrophic growth condition. Full squares represent the value of hydrogen evolution, while empty squares
represent biomass hydrogen coupled yield (a measure of productivity of hydrogen) – product of hydrogen and biomass production rates.

Figure 5. Theoretical productivity of
ethanol as predicted by using iSyn811.
Maximum ethanol production rate and
biomass-product coupled yield are shown
as a function of minimal demand on bio-
mass formation under A) mixotrophic
growth and B) autotrophic and het-
erotrophic growth. A) Full squares repre-
sent ethanol formation rate. Empty
squares represent biomass ethanol cou-
pled yield (a measure of productivity). B)
Full circles represent the ethanol produc-
tion rate as a function of growth under
autotrophy, full triangles the same under
DH. Empty circles represent biomass
ethanol coupled yield under autotrophy.
Empty triangles represent productivity of
ethanol under dark heterotrophy.
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Reporter flux coupling groups analysis identified
higher-order regulatory hubs among the flux cou-
pled reactions of the Synechocystis metabolic net-
work. Some of the sets have been identified as re-
porters in all of the case studies: pyrimidine fully
coupled set (ful16) (this set is the entrance of bio-
mass to the pyrimidine nucleic acids: uracil, cyto-
sine and thymine production) and photosynthesis
and the oxidative phosphorylation cluster from
dir1 fully coupled set (this cluster makes up the re-
actions needed for the ATP and NADPH produc-
tion). Additionally, NAD(P)H production fully cou-
pled set (ful3) is notable as a reporter coupling in
dark to light shift. From light to dark shift we can
emphasize purine biosynthesis fully coupled set.
Unfortunately, reporter features algorithm re-
trieved only scarce reporter couplings due to the in-
complete information on the gene-reaction associ-
ation: out of the 1275 unidirectional reactions of the
iSyn811 model, 541 are found in some coupled set
and, in turn, 416 of these reactions have one, or
more, associated gene.

In summary, we have demonstrated the use of
steady-state flux coupling analysis to gain insight
into the metabolic potential and regulatory pat-
terns of Synechocystis sp. PCC6803. The first steps
of carbon acquisition and catabolism have been
identified as the versatile center of the coupling
network, having a stable core of biological building
blocks built around. Hydrogen production is entan-
gled to NADPH production and ethanol to the cen-
tral carbon metabolism. From that couplings, po-
tential bottlenecks for hydrogen and ethanol opti-
mised strains production were identified. Finally,
the first steps to pyrimidine biosynthesis and the
photosynthesis and oxidative phosphorylation
were identified as reporter couplings, regulatory
hubs around which transcriptional changes are or-
ganized during environmental variability in light.
This work will be useful for direct biotechnological
applications as well as identifying misunderstand-
ing in the model or finding weaknesses in knowl-

edge like annotation and transcriptomic regula-
tions. These results will be valuable for designing
and implementing fine-tuned Synechocystis sp.
PCC6803 strains and will thereby help toward
building of an economically viable and environ-
ment-friendly biofuel production platform.
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Abstract

In the present economy, difficulties to access energy sources are real drawbacks to maintain our
current lifestyle. In fact, increasing interests have been gathered around efficient strategies to
use energy sources that do not generate high CO2 titers. Thus, science-funding agencies have
invested more resources into research on hydrogen among other biofuels as interesting energy
vectors. This article reviews present energy challenges and frames it into the present fuel usage
landscape. Different strategies for hydrogen production are explained and evaluated. Focus is
on biological hydrogen production; fermentation and photon-fuelled hydrogen production
are compared. Mathematical models in biology can be used to assess, explore and design
production strategies for industrially relevant metabolites, such as biofuels. We assess the
diverse construction and uses of genome-scale metabolic models of cyanobacterium
Synechocystis sp. PCC6803 to efficiently obtain biofuels. This organism has been studied as a
potential photon-fuelled production platform for its ability to grow from carbon dioxide, water
and photons, on simple culture media. Finally, we review studies that propose production
strategies to weigh this organism’s viability as a biofuel production platform. Overall, the work
presented in this review unveils the industrial capabilities of cyanobacterium Synechocystis sp.
PCC6803 to evolve interesting metabolites as a clean biofuel production platform.
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Biofuels and biohydrogen

Today, 83% of the United States of America’s energy mix

(U.S. Energy Information Administration, 2011a) and 78% of

Europe’s (European Commission, 2011a) comes from carbon-

rich fossil fuels: oil, natural gas and coal. With energy

demand increasing worldwide, existing oil reserves could

peak within 20 years (Zucchetto and National Research

Council, 2006), followed by natural gas and coal sources. This

limitation on the availability of fossil fuels does not come

alone and energy dependence amongst countries as well as

political turmoil in geographical areas with such fossil fuels

reserves has compelled science-funding agencies to sponsor

research into alternative energies. As it was outlined in the

‘‘Clean development mechanisms’’ of the ‘‘Kyoto Protocol’’

(United Nations, 1998), several alternatives of CO2 emission-

free energy production are already available, such as nuclear

and renewable energy sources (Figures 1 and 2). Sadly, these

solutions have been greatly developed in industrial and

residential sectors, but not as much in transportation where

energy is required to be in most cases in the form of a fuel.

The transition from our dependence on oil for transportation

to a cleaner and more efficient energy source is an issue of

great importance. In fact, studies show that oil consumption

in the transportation sector accounts for up to 66% of the net

oil consumption in the USA (U.S. Energy Information

Administration, 2011b) with similar figures in Europe

(European Commission, 2011b).

Biotechnology is a promising area in order to find a clean,

wireless, transportation sector-friendly energy carrier. This

area has gained importance in recent years due to a set of

factors, such as consolidation of genome-scale sequencing,

high-throughput techniques, increased applied focuses and

multidisciplinary education programs. Several biotechno-

logical candidates have been proposed to partially substitute

oil as an energy demand. In fact, biofuels such as biodiesel or

bioethanol seem to be in the short term suitable candidates to

partially substitute the oil demand. They share distribution

systems with conventional fuel and current engines that

are compatible with them after some modifications (Atadashi

et al., 2010; Wang et al., 2000). However, even if all the

USA’s corn and soybean production were dedicated to

biofuels production, this would only meet 12% of gasoline

and 6% diesel demand one (Hill et al., 2006).

Nevertheless, if we are to satisfy the increasing energy

demand, producing energy with lower environmental impact,

even more resources have to be invested in biotechnology and

alternatives have to be found in the medium or long term.
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At this point, hydrogen appears as a promising future energy

vector. It is relevant to all energy sectors, like transportation,

residential and industrial (Momirlan & Veziroglu, 2005).

Hydrogen can be produced from renewable sources and used

in a wireless manner so it can provide storage options for

base-load (geothermal), seasonal (hydroelectric) and inter-

mittent (photovoltaic and wind) renewable resources. When

combined with emerging decarbonization technologies, it can

reduce the climate impact of continued fossil fuel utilization

(Elam et al., 2003). Additionally, it has a clean combustion

and an extraordinary energy density (142 MJ kg�1 for H2

against 42 MJ kg�1 for oil) which allows weight reduction per

heat unit when compared to other biofuels.

USA and Europe are investing large amounts of resources

on this clean alternative. In fact, the ‘‘Committee on

Alternatives and Strategies for Future Hydrogen Production

and Use’’ of the USA’s National Research Council recom-

mended in 2004 increased funding emphasis on ‘‘Carbon

dioxide-free energy technologies’’, which includes fundamen-

tal research on hydrogen production by photobiological

processes (Committee and National Research Council, 2004).

Reports set the horizon of a clean hydrogen-based economy

in 2015 at the soonest, that is to start introducing produc-

tion facilities, adapting distribution networks and developing

novel engines. In spite of these efforts, the goal is to have a

fully developed market by 2025 (United States Government,

2011). This is mainly due to two factors. One, the lack of

competitiveness of fuel cell vehicles and hydrogen compared

to conventional (e.g. gasoline and diesel) fuel vehicles and

hybrid gasoline electric vehicles. Second, fuel cells costs are

still a factor of 10–20 times too expensive, have short

durability, and low energy efficiency for light-duty-vehicle

applications (Committee and National Research Council,

2004). An additional technical problem is the fact that

hydrogen gas is the lightest gas known in nature

(0.08988 g L�1 at 0 �C and 101.325 kPa), making it difficult

to store large volumes of it.

Hydrogen is being produced currently at the industrial

level, mainly by steam reforming natural gas (Das &

Veziroglu, 2008). This process is costly efficient, but is

neither renewable nor clean, as it has associated sulfur

and CO2 emissions. This process, as with most of the

Figure 1. Distribution of energy consumption
in the transportation sector. Data from USA
and European countries members of OECD
from BP Review of World Energy (BP p.l.c.,
2011).

Figure 2. Biofuels production in millions of tonnes oil equivalent (MTOE). Data from USA and European countries members of OECD from BP
Review of World Energy (BP p.l.c., 2011).
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hydrogen-producing processes from fossil fuels, generates

approximately twice as many moles of CO2 per hydrogen

produced (Agrawal et al., 2007). Therefore, society would

benefit if we could use renewable and clean sources to

produce hydrogen. In order to reach that primary goal, several

alternatives are under development.

� Electrolysis from a renewable source of energy:

Electrolysis using carbon-free electricity generated by

energy sources like wind or solar is one of the simplest

ways of producing hydrogen and is currently the only way to

produce large quantities of hydrogen without emitting the

traditionally undesirable by-products associated to fossil

fuels. Wide use of this strategy remains a technological

challenge and many research efforts are currently being

carried out (Laguna-Bercero, 2012; Pregger et al., 2009).

The main limiting factor is the overall electricity cost for

its production from renewable sources (Department of

Energy, 2007).

� Reforming biomass and wastes:

This efficient hydrogen-producing process can be achieved

by three methods: gasification, pyrolysis/reforming and high-

pressure water (Kroposki et al., 2006). It has been demon-

strated that this is cost effective and is the most promising

economic route for converting syngas into transportation

fuels (Milne et al., 2002). Nevertheless, major limitations of

this application are the availability of feedstock, the need

of efficient and durable catalysts for gas conditioning and an

efficient integration of processes.

� Solar thermal water splitting:

This generation process probably represents the most

efficient way to produce hydrogen as solar energy is directly

used to split water molecules (Greene et al., 2009; Perret,

2005). The main drawback of this technology is the require-

ment of very high temperatures (around 2500 �C), even

though this need can be reduced using some additional

chemical transformations that generates minimal residues.

Currently, commercial plants of this kind are under develop-

ment in order to make it costly efficient (Greene et al., 2009).

� Photoelectrochemical water splitting:

This strategy allows hydrogen production from light in a

one-step process splitting water with an illuminated semi-

conductor immersed in an aqueous solution (Carty et al.,

1981; Fujishima & Honda, 1972). The potential efficiency

of this process is 10%–20% of the light irradiation on the

semiconductor but a greater disadvantage is that the required

combination of physical, chemical, structural and economic

properties of the semiconductor is so restricted that no known

material satisfies all of them in order to trigger industrial

production (Department of Energy, 2007).

� Photobiological water splitting:

This biotechnological alternative is based on light absorp-

tion and charge separation reactions in the photosynthesis

performed by some organisms, with an absorbance capacity of

40%–45% of solar energy (Das & Veziroglu, 2001, 2008).

Such an efficiency is industrially relevant as theoretical

estimations state that a cultivation surface of 500 km2 would

suffice to produce enough energy to fulfil the world’s

transportation needs (Turner et al., 2008). Recent work has

obtained transient efficiencies of up to 13% by using a

combination of processes (Melis, 2011). If this production

could be sustained in time, this hydrogen production

strategy would be cost efficient. Therefore, the reliability of

this method strongly depends on the future development

of this area. A more extended review of the different

biological hydrogen production strategies has been published

(Hallenbeck & Benemann, 2002).

Biological hydrogen production by some microorganisms

was first chartered in 1970 (Postgate, 1970). It involves two

kinds of enzymes: hydrogenases and nitrogenases, involved

in the nitrogen fixation metabolism (Tamagnini et al., 2002).

The main bio-hydrogen production mechanisms can be

grouped into two categories.

� Fermentation:

Many anaerobic organisms like Thermotoga maritima

(Schröder et al., 1994), Enterobacter aerogenes (Fabiano &

Perego, 2002), Bacillus licheniformis (Kalia et al., 1994),

Rhodopseudomonas palustris P4 (Oh et al., 2002) or

Clostridium sp. (Taguchi et al., 1996) are able to produce

hydrogen as a by-product of the dark fermentation of sugars,

amino acids and fatty acids. The process can be direct,

anaerobically consuming sugars, or stepwise, firstly generat-

ing sugar complexes from other carbon sources like CO2 and

then fermenting them anaerobically. Fermentation has the

advantage that it can use a wide range of substrates and that

can be coupled to other industrial processes, like agricultural

activities. This strategy is being successfully applied for

industrial hydrogen production (Chou et al., 2008; Eriksen

et al., 2010; Maniatis, 2010; Solazyme Inc., 2012).

However, this mechanism has two drawbacks that need to

be addressed. The first is the cost of the substrates used as an

energy source for hydrogen. The most energetically suitable

sugar is glucose, but its cost is a limiting factor to be a cost-

efficient alternative. Nevertheless, this problem can be

tackled in the same way as it has been solved for ethanol

production and extending suitable sources to agricultural

residues like lignocelluloses. This could provide a sustainable

feedstock, would reduce prices and would not divert stocks

from the human food chain. The second problem is related to

the stoichiometry of fermentation metabolism. Fermentation

has a low efficiency in terms of hydrogen production from

glucose. In fact, from a metabolic analysis of the reactions

involved in the process each molecule of glucose can

theoretically produce four molecules of hydrogen, while 2–3

molecules are produced under laboratory conditions (Thauer,

1976) even though higher yields have been reached by hyper-

thermophilic bacteria Thermotoga maritima (Schröder et al.,

1994). This represents that, in terms of standard enthalpy of

combustion, just 40% of the glucose energy input can be

recovered in the form of hydrogen as a theoretical maximum,

and only 20%–30% has been achieved experimentally. The

rest of the energy is stored in cell’s biomass, meaning growth

of the organism, and other fermentation products such as

acetic acid, alcohols and/or lactic acid.

� Photon-fuelled hydrogen production:

Photosynthetic organisms are able to use solar energy to

make their own feedstock to live. Among them, cyanobacteria

and some algae are able to use this energy to produce

hydrogen as a transient by-product. The process of hydrogen

production is based on the photosynthetic electron transport

chain, which is shown in Figure 3. Schematically, the process
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consists of the absorption of photons by the photosystem II

(PSII), whose energy is used to split the water molecules into

two protons and oxygen releasing two electrons to the

electron transport chain. This electron transport chain leads,

through a set of redox reactions, these electrons to the

photosystem I (PSI) which can route them back through

plastoquinone (PQ) into the cyclic electron flow or can drive

the electrons to a NADPH dehydrogenase (FNR) into the

non-cyclic electron flow. In several steps of the photosynthe-

sis pathway, protons accumulate in the thylakoid lumen: in

PSII water oxidation takes place in this lumen and protons are

released. Also, in PQ oxidation and cytochrome b6-f, complex

protons are pumped from the cytoplasm to the thylakoid

lumen. From here, protons can be transported back to the

cytoplasm, dissipating the proton gradient through ATP

synthase, which uses this energy to phosphorylate ADP

to ATP. The cyclic process generates a proton gradient

(thus ATP) and the non-cyclic process generates proton

gradient and NADPH reduction. Furthermore, depending on

the cell requirements of NADPH (also known as redox

potential of the cell) and ATP (major energy vector of the

organism) the ratio of cyclic-to-non-cyclic photosynthesis is

controlled by the cell metabolic regulation.

Cyanobacteria have a [Ni–Fe] hydrogenase, which pro-

duces hydrogen with electrons from NADPH (Tamagnini

et al., 2002). Green algae commonly have a [Fe–Fe]

hydrogenase, which is linked to a ferredoxin enzyme of PSI

taking the electrons directly from the electron transport chain

and producing hydrogen (Stripp et al., 2009a,b). Recently,

there have been some efforts on heterologous hydrogenases’

cloning in cyanobacteria. For instance, bacterial [Fe–Fe]

hydrogenase from Clostridium acetobutylicum has been

expressed in the cyanobacterium Synechococcus elongatus

together with the necessary maturation systems and,

under anoxic conditions, the resulting light-dependent H2

evolution increased over 500 times compared to H2 evolu-

tion from the endogenous [Ni–Fe] hydrogenase (Ducat

et al., 2011a).

However, the main limitation in order to have cost-

effective hydrogen production by photosynthesis is the fact

that hydrogenases’ activity is highly repressed by the oxygen,

which is an inherent product of photosynthesis. Several

studies (Barstow et al., 2011; Stapleton & Swartz, 2010) have

attempted to solve this by trying to find a naturally-occurring

oxygen-tolerant hydrogenase, like the one from Ralstonia

eutropha H16 (Burgdorf et al., 2005), or to design a synthetic

one and expressing it in cyanobacteria or green algae, as in

many projects like BioModularH2 (2005). In nature, this

problem has been addressed by some cyanobacteria in which

the region where oxygen is produced and the one where

hydrogen is generated are spatially separated. For instance,

in Nostoc, a filamentous cyanobacteria genus made of two

types of cells (vegetatives and heterocysts), hydrogen is

produced as a residual product of nitrogen fixation by a

nitrogenase in the heterocyst. In order to use this cyanobac-

terium for industrial use, the main problem is that efficiencies

are limited as nitrogen fixation is energetically expensive.

Nevertheless, a review of studies in this area can be found

in Lopes Pinto et al. (2002).

Additional to the oxygen hindrance, efforts have been

oriented to increase the electron flow that feeds the hydro-

genase, circumventing NADPH formation. Cournac et al.

(2004) found one of the best hydrogen producers in

Synechocystis sp. PCC 6803 by knocking out the NADPH-

dehydrogenase complex. Also, in the work from Ducat et al.

(2011a) in which they improved the hydrogen production

in Synechococcus elongatus, the linking of H2 production

to a heterologous ferredoxin bypassing the production of

NADPH, considerably increased the production of a

Clostridium acetobutylicum’s [Fe–Fe] hydrogenase.

An alternative to this problem has been to temporally

separate hydrogen and oxygen production. One of the most

successful strategies following this alternative has been

developed by Melis et al. (2000). Their strategy is based on

sulfur deprivation of algae, in such a way that the organism

will not be able to normally repair the structural units of

Figure 3. Photosynthetic electron transport chain. In cyanobacteria, photosynthetic transport chain share several enzymes with the respiratory
transport chain (Figure 4), this fact allows the possibility of using electrons from glucose or other substrates in order to produce hydrogen.
Abbreviations stand for: PS II, photosystem II; PQ, plastoquinone; PQH2, plastoquinol; cytochrome b6f, cyt b6f; PS I, photosystem I; Fd, ferredoxin
and FNR, Ferredoxin-NADPþ reductase.

4 A. Montagud et al. Crit Rev Biotechnol, Early Online: 1–15
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photosystem II, namely D1, which is a protein that requires

a fast turnover of approximately 30 min (Melis, 1991; Melis

et al., 2000; Yokthongwattana & Melis, 2008). This effect

produces a decrease of water splitting, and, thus, a reduction

in the O2 production associated to photosynthesis to a level

that is lower than (or, at least, much closer to) the oxygen

consumed by the respiration system, the oxidative phosphor-

ylation (Figure 4). This mechanism is able to produce an

anaerobic environment, which activates the hydrogenase

enzyme producing hydrogen during a relatively long time

span if we are to compare it with previous results. This

mechanism, however, relies on the availability of a substrate,

such as succinate, NADH, acetate and the like, to be able to

reduce the oxygen produced by photosynthesis and provide

electrons for hydrogen generation.

There is another possibility consisting on a combination

of both basic strategies, called photofermentation. In this

alternative, a co-cultivation of different organisms is designed

so that the residues from the fermentation of one organism

are used to feed photosynthetic bacteria in anaerobic

media, resulting in continuous hydrogen production. The

co-cultivation of green algae Chlamydomonas reinhardtii and

photosynthetic purple bacteria Rhodospirillum rubrum are

possible (Melis & Melnicki, 2006). One could consider that

a sulfur deprivation strategy is closer in design to photo-

fermentation, reducing O2 production with photosynthesis

to a closer level to O2 consumption with respiration (Melis

et al., 2000). These approaches would allow a continuous,

or at least sustained, hydrogen production, as opposed to a

stepwise coupling of biomass generation and hydrogen

production, which would come from a more classical

fermentation strategy.

Microbial pathway engineering has been applied to

industrial processes for the biosynthesis of products of high

economic value, which is not yet the case for hydrogen.

Mathematical modeling of hydrogen metabolism has there-

fore been important to evaluate maximum theoretical product

yield and to understand the interactions between biochemical

energy, carbon fixation and assimilation pathways from a

system-wide perspective, as will be explained in the following

sections. Hopefully, these efforts will pave the way to a

hydrogen-related pathway microbial engineering.

Systems biology, metabolic models and fluxes

Systems biology is the scientific area of biology that tries to

exploit, gather, organize and, finally, understand as much

information as possible from a given biological system (Sauer

et al., 2007; Snoep & Westerhoff, 2005). Systems biology

prefers all-inclusive explanations rather than local knowledge

(Kitano, 2002; Palsson, 2000) allowing researchers to under-

stand metabolic physiology quantitatively. This allows,

among other goals, the design and optimization of biofuel-

production bioprocesses using mathematical models. A model

is a simplified description, especially a mathematical one, of a

system or process, to assist calculations and predictions

(Soanes & Stevenson, 2010). This simplification is achieved

defining relevant factors that will be included and others that

will be de-emphasized. The criteria for selecting factors are

chosen in accordance to the purpose of the model, so that

different purposes will need different models.

Metabolism of an organism can be modeled into a network

of metabolites and enzymes. This should integrate all

biochemical reactions for which we have proof and/or

evidence of presence in the desired cell. This information

can be retrieved from different databases, genomic annota-

tions and literature surveys. First studies (Fell & Small, 1986;

Mavrovouniotis et al., 1992; Savinell & Palsson, 1992a) did

not take into account all reactions in the metabolism, mostly

because in the previous years of intense genome sequencing

having a whole genome sequenced was very rare. This caused

researchers to denote them as genome-scale metabolic models

when all the reactions from a genome annotation were

included in a model. Additionally, the advent of metabolic

studies of Escherichia coli (Varma & Palsson, 1993a,b),

Haemophilus influenzae Rd (Edwards & Palsson, 1999) and

Figure 4. Oxidative phosphorylation. In cyanobacteria, photosynthetic electron transport chain share several enzymes with the respiratory transport
chain, such as PQ and cyt b6f that performs respiratory complex 3 functions. Other abbreviations are: C1, respiratory complex I or NADH
dehydrogenase; C2, respiratory complex II or succinate dehydrogenase; C3, respiratory complex III and C4, respiratory complex IV or cytochrome c
oxidase.
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Saccharomyces cerevisiae (Förster et al., 2003) as well as the

dissemination of genome-sequencing projects (and the huge

cut on sequencing prices) established a context where it was

feasible to build a genome-scale metabolic model of a desired

organism (Figure 5).

A proper metabolic reconstruction project usually starts

with the annotated genome. This information should be

processed collating all reactions that are documented and

additional experimental evidences on this organism. For an

instructive discussion of this, see Förster et al. (2003). This

draft has to be iteratively corrected with information from

several databases, experiments, publications and from the

study of the network in order to avoid the presence of false

positive (and false negative) reactions. Recently, some studies

have described this correction process in detail, trying to

establish a common protocol (Feist et al., 2009; Thiele &

Palsson, 2010). This process concludes with a network of

metabolites and enzymes that encode biochemical reactions

taking place within the cell. Researchers differentiate between

internal fluxes as reactions occurring within cells and

exchange fluxes as exchanges between cells and their

environment (like drains of substrates and the formation of

products). It is important to gather information on these

exchange fluxes, which act as boundary parameters, in order

to be able to model this set of reactions. Therefore, the

physiological requirements, under which there is relevant

growth of the organism, need to be gathered. This information

usually comes from deep diving into the bibliomic informa-

tion on this organism. That is, searching for experiments

where growth substrates are controlled and, ideally, where the

cell’s products are measured.

Once the metabolic model is curated, this network can be

the departing point of several other studies such as: network

connectivity (Alon, 2003), comparative evolutionary studies

to find patterns among organisms (Milo et al., 2002),

phenotypic phase plane analyses (Reed et al., 2003), strain

improvement (gene deletions and additions) (Famili et al.,

2003), network robustness studies (Stelling et al., 2002),

evaluation of regulatory constraints (Patil & Nielsen,

2005), and reaction flux analysis and variability (Burgard

et al., 2004).

In order to design and understand mutant strains with

increased production of an industrially-interesting metabolite,

researchers are interested in simulating the organism’s

metabolic behavior, which is to know each reaction’s flux.

The set of flux values, also defined as flux vector, charac-

terizes the metabolic state of cells, i.e. the metabolism’s

behavior at a given time. Metabolic flux is a fundamental

determinant of cell physiology and the most critical parameter

of a metabolic pathway (Orth et al., 2010; Stephanopoulos &

Stafford, 2002). Accurate quantification of pathway fluxes

is therefore an important goal in metabolic engineering,

especially where the aim is to convert as much substrate

as possible to the desired metabolic product via strain

improvement.

In order to have a genome-scale metabolic model able to

simulate flux landscapes, attention has been drawn on

constraint-based stoichiometric models (Llaneras & Picó,

2008). These models can obtain complete flux information

making a set of assumptions. One of the algorithms researchers

work with constraint-based stoichiometric models is the flux

balance analysis (FBA), described hereafter.

Constraint-based stoichiometric description of metabolism

is not new. It dates from 1986 (Fell & Small, 1986) and 1988

(Clarke, 1988), and peaked in the mid-1990s (Mavrovouniotis

et al., 1992; Savinell & Palsson, 1992a,b; Schuster &

Schuster, 1993; Stephanopoulos et al., 1998; Varma et al.,

1993a,b; Varma & Palsson, 1993a,b, 1994a), when several

studies paved the way to describe metabolic flux distributions

and cell growth. This approach has yielded accurate and

valuable information about how microbial cells utilize their

metabolic fluxes and optimize their growth rates. These

initiatives have helped researchers gain information about

metabolic physiology of the culture in a quantitative manner

Figure 5. Publications of sequenced genomes and publications of genome-scale metabolic models. Hits count in Scopus database of terms ‘‘genome
sequencing’’ and ‘‘genome-scale metabolic model OR network’’. Major milestones are depicted. Note that between 2008 and end of 2011 genome
sequencing costs per megabase of DNA dropped 1000 times (Wetterstrand, 2012). For a complete review, see Metzker (2010).

6 A. Montagud et al. Crit Rev Biotechnol, Early Online: 1–15
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(Bonarius et al., 1997; Schilling et al., 1999; Stephanopoulos

et al., 1998; Varma & Palsson, 1994b).

Flux balance analysis (FBA) is a widely used approach for

studying biochemical networks, in particular the genome-

scale metabolic network reconstructions. FBA retrieves

information on reactions’ fluxes and is, thus, very insightful

in locating pathways and reactions where flux has changed

upon genetic or environmental variation. Hence, it is a

valuable tool to study flux landscapes. FBA assumes steady-

state dynamics of intracellular reactions, uses knowledge of

biological constraints, mainly of exchange reactions, and

optimizes biomass formation rates, which is directly related

to the growth of the modeled organism (Orth et al., 2010;

Stephanopoulos et al., 1998). Nowadays, there are a number

of software tools that ease the work with this algorithm

(Cvijovic et al., 2010; Gamermann et al., 2012; Latendresse

et al., 2012; Patil et al., 2005; Rocha et al., 2010;

Schellenberger et al., 2011).

Furthermore, a study of flux landscapes is only one of the

several applications of genome-scale metabolic models.

Other uses include flux capability analysis (Burgard et al.,

2004), media composition optimization (Diamant et al., 2009)

and studies of environmental and genetic variations (Segrè

et al., 2002). Complete reviews of those applications can be

found elsewhere (Nookaew et al., 2011; Patil et al., 2004).

Metabolic models of Synechocystis sp. PCC6803

Cyanobacterium Synechocystis sp. PCC6803 was the first

strain sampled in a freshwater lake in California, USA, in

1968 and is part of Pasteur Culture Collection (Gugger and

Biological Resource Center of Institut Pasteur, 2011; Rippka

et al., 1979; Stanier et al., 1971). Cyanobacteria are

commonly accepted to have played a crucial role in the

Precambrian phase by contributing oxygen to the atmosphere

(Schopf, 2000). This strain of a somewhat diverse genus

(Swingley & Blankenship, 2008) has been a good candidate

for biotechnology uses and molecular biology studies not only

for its ability to be naturally transformed by exogenous

DNA (Kufryk et al., 2002), but also for its ability to grow

photoautotrophically (out of light and CO2) or due to its

potential as a hydrogen producer (Houchins, 1984; Tamagnini

et al., 2007), among other reasons. Interestingly, cyanobac-

teria are held to be the evolutionary ancestors of chloroplasts

under the endosymbiont hypothesis (Douglas, 1998; Raven &

Allen, 2003) and since these organisms are believed to be the

ones that changed the ancient anoxygenic environment to

oxygenic by means of photosynthesis (Kim et al., 2008;

Schopf, 2000). Many scientists have also used cyanobacteria

as an ideal model organism to study adaptation to various

abiotic environmental conditions (Douglas, 1998).

Studies on this organism had a boost when molecular tools

started to be developed for it (Houmard & Tandeau de

Marsac, 1988; Thiel, 1994). Since then, Synechocystis sp.

PCC6803 has become a cyanobacterial model organism.

At present, there is probably no other cyanobacterium that has

been investigated in such detail, making it an interesting

organism for biotechnological applications (Gutthann et al.,

2007), such as heterologous production of metabolites like

isoprene (Lindberg et al., 2010), poly-beta-hydroxybutyrate

(Wu et al., 2001), alcohols (Angermayr et al., 2009), bio-

hydrogen (Tamagnini et al., 2007) and other biofuels

(Liu et al., 2010). Synechocystis sp. PCC6803 is consequently

an attractive candidate for developing a clean and sustainable

platform for biotechnological processes aimed at value-added

product formation (Ducat et al., 2011b).

The Synechocystis sp. PCC6803 genome was sequenced

and annotated in 1995 (Kaneko et al., 1995, 1996). Genome-

wide transcriptional microarrays were developed in 2001

(Hihara et al., 2001; Suzuki et al., 2001) and studies have

been published since then using this transcriptomic technique

(Foster et al., 2007; Gill et al., 2002; Hihara et al., 2003;

Huang et al., 2002; Hübschmann et al., 2005; Kanesaki et al.,

2002; Schmitt & Stephanopoulos, 2003; Singh et al., 2003,

2009; Summerfield & Sherman, 2008; Suzuki et al., 2006;

Wang et al., 2004; Yamaguchi et al., 2002; Zhang et al.,

2008). Finally, and following the work of pioneering meta-

bolic studies on Haemophilus influenzae Rd (Edwards &

Palsson, 1999), Escherichia coli (Edwards & Palsson, 2000)

and Saccharomyces cerevisiae (Förster et al., 2003), several

groups have developed metabolic models for this organism

that are described below.

These metabolic models have been used for several goals;

particularly, database building, growth simulation and pro-

duction yield evaluation. They have broadened the knowledge

on Synechocystis sp. PCC6803 metabolism and have helped

researchers focus on this organism’s potential.

Synechocystis sp. PCC6803 metabolic models are hereby

gathered and described. We have classified the models

between genome-scale metabolic models and central carbon

metabolic models:

(a) Genome-scale metabolic models are the ones that:

(1) include all reactions annotated in the genome and

(2) incorporate a biomass equation that encompasses all

building blocks in the cell metabolism.

(b) Central carbon metabolic models are the ones that:

(1) include reactions from glycolysis, tricarboxylic acid

cycle and pentose phosphate pathway and, in some cases,

an additional set of reactions that connect some metab-

olites to amino acids and/or

(2) a biomass equation without all building blocks.

We have described all metabolic models published to this

date on this cyanobacterium and outlined their characteristics,

which are also depicted in Table 1. For further details, refer to

the corresponding paper.

� Yang et al. central model (2002b):

The seminal work published in 2002 was the first time a

metabolic model was developed for Synechocystis sp.

PCC6803. The authors present results of NMR and GC-MS

analysis of a cultivation fed with 13 C-glucose that were

used to build the model. Researchers build a metabolic

network and simulated it under heterotrophic and mixotrophic

growth conditions. Photosynthesis (only working under

mixotrophy) was represented as one consolidated reaction.

The authors present analyses on C1 metabolism, PEP

carboxylase and malic enzyme and energy metabolism. This

model includes 20 reactions and 15 metabolites and was

used as a central-carbon scaffold for transcriptomic, metabo-

lomic and fluxomic data produced by the same group

(Yang et al., 2002a,c).
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� Shastri and Morgan central model (2005):

This model, published in 2005, extended the simulations to

autotrophic growth and compared their results to the ones

reported by Yang et al. (2002c). Authors use modeling

assumptions that have been considered by many following

reports like: maximum uptake rates, maintenance require-

ments, selection of objective function, two-step optimization

strategy and biomass composition. Metabolic flux topologies

under different environments are presented, and the authors

focus their analysis on the role of a variety of pathways and

reactions, such as glyoxylate shunt, transhydrogenase, cofac-

tor balances, cyclic and non-cyclic photosynthesis. The

reaction connecting the tricarboxylic acid cycle (oxoglutarate

dehydrogenase complex) is included in the simulation and

its effects on biomass generation are evaluated. Interestingly,

six years later Zhang & Bryant (2011) shed light on

the completeness of tricarboxylic acid cycle in the cyanobac-

terium Synechococcus sp. PCC 7002 through a novel

2-oxoglutarate decarboxylase and succinic semialdehyde

dehydrogenase. A list of reactions is presented that connects

amino acid production to central carbon metabolites and

photosynthesis is represented as a single reaction. This model

includes 70 reactions (plus 23 for amino acids’ formation

reactions) and 50 metabolites.

� Kun et al. genome-scale model (2008):

This model, published in 2008, has its main sources on the

automated reconstruction generated from the annotated

genome and deposited in the MetaCyc database (Caspi

et al., 2006; Krieger et al., 2004) and on the previous

Shastri and Morgan central model (2005). Authors focused

their study on a series of autocatalytic molecules, not on the

analysis of flux behavior or the integration of different levels

of biological information. They find that metabolic replicators

are apparently common and potentially both are of universal

and ancestral importance in biotechnological endeavors.

This model includes 916 reactions and 879 metabolites.

� Fu central model (2008):

Published in August 2008, this model claims to be

genome-scale but fails in having a proper biomass equation

that includes all molecular building blocks in the cell

metabolism. Its list of reactions are from all the genome,

meaning not only from a selected set of pathways, but this

list is uncurated, featuring key reactions (like the reactions

for the generation of NADPH and ATP, reaction 732 in

Supplementary materials) and missing transport reactions.

This model is not suitable for genome-scale simulations due

to a lack of proper biomass equations, as a drain of all cellular

building blocks. This research takes the biomass equation

formulation from Shastri & Morgan (2005), so simulation

results do not give more information than the ones already

published. Despite that, phenotypic phase planes were

performed to study usage of substrates to optimize cell

growth and ethanol production strategies were assessed. This

model has 831 reactions and 704 metabolites.

� Navarro et al. central model (2009):

Published in 2009, this central carbon metabolic model

simulates all three growth conditions on the same metabolic

network. Results were compared to that of Yang et al. (2002c)

and Shastri & Morgan (2005). Studies are focused on

oxygen evolution, carbon assimilation efficiency and growth

simulation. The model was used to determine maximum

hydrogen production titers and to propose improved hydrogen

producing strategies, with a special insight into anoxic

conditions’ benefits. The authors found potential improve-

ments in flux distribution and oxygen evolution, this is of

greater importance in a photosynthetic bacterium that has an

oxygen-tolerant hydrogenase. This model has 90 reactions

and 56 metabolites.

� Knoop et al. genome-scale model (2010):

Published in 2010, this model reconstructs Synechocystis

sp. PCC6803 mainly from annotation files and KEGG

database information, even though a selected core set of

reactions is required to produce biomass. The authors studied

flux behavior under different growth conditions using the

FBA algorithm with special focus on the objective function

biomass and its synthesis routes. Gene and nutrient regime

shifts, from glycogen-utilizing dark metabolism to photo-

trophic growth, are also analyzed. Interestingly, the authors

shed light on the function of the oxidative reaction of the

RuBisCO enzyme under photorespiration. This model has 380

reactions and 291 metabolic compounds.

� Montagud et al. genome-scale model (2010):

The genome-scale metabolic model published in 2010 was

named iSyn669. This metabolic model was obtained from

public databases and literature in order to be able to simulate

all possible growth modes under which this organism can

grow. A detailed biomass equation which encompassed all

elementary building blocks and a detailed stoichiometric

representation of photosynthesis was published in a

Synechocystis metabolic model. iSyn669 was used to perform

flux balance analysis of one genome-scale metabolic model

under four growth conditions. This allowed the authors to

study flux adjustments between these different conditions in

order to gain insights into flux adaptation when the organism

shifts from one growth mode to another. Additionally,

environmental and genetic perturbations were also studied

to define an optimal succinate production strategy. Essential

genes were analyzed and transcription data integration was

achieved with the Reporter Features algorithm (Oliveira et al.,

2008) with transcriptomics data in a light regime shift

(Gill et al., 2002). This model has 882 reactions (1045

unidirectional) and 790 metabolites.

� Montagud et al. genome-scale model (2011):

The genome-scale metabolic model published in 2011 is

named iSyn811 in this review. An update of iSyn669,

increased information stemmed from enlarging the reaction

set with isoenzymes and complexes as well as reactions

that were disconnected to the rest of the network. Major

changes were also made on the gene-reaction correspondence.

Blocked reactions were identified and compared to

Escherichia coli and Saccharomyces cerevisiae values.

Over this model, an interesting study of flux capabilities

under the main three growth conditions was studied and

applied, termed flux coupling analysis (Burgard et al., 2004).

The Reporter features algorithm (Oliveira et al., 2008) was

applied to flux couplings’ transcriptomics in a light regime

shift (Gill et al., 2002). Biofuels productivity analysis

was also performed, focusing on hydrogen and ethanol. This

model has 976 reactions (1245 unidirectional) and 922

metabolites.
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� Yoshikawa et al. genome-scale model (2011):

This work presents a genome-scale metabolic model of

Synechocystis sp. PCC6803 published in 2011. The authors

compare their model with that of Knoop et al. (2010) and with

iSyn669 (Montagud et al., 2010) as to their accuracy to

experimental fluxes obtained by Yang et al. (2002b) under

heterotrophy and mixotrophy. Production of ethanol by

Synechocystis sp. PCC6803 was evaluated, which enabled to

a quantitative estimate of how its productivity depends on the

environmental conditions, namely nitrate and photons uptake

rates. This model has 493 reactions and 465 metabolites.

� Nogales et al. genome-scale model (2012):

This work presents yet another genome-scale metabolic

model of Synechocystis sp. PCC6803 published in 2012. In

their study, they focus on the flux analysis of photosynthesis

unveiling the use of alternative electron flow pathways

as energy buffers and photorespiration as a process of high-

light acclimation. The authors classify two main states of the

photosynthetic apparatus: a carbon-limited state and a light-

limited state. Furthermore, they make predictions of possible

mutants that would have a given phenotype and find some of

them in published papers. This reconstruction had a follow-up

publication where the authors studied metabolic features that

affected biotechnological capabilities of this cyanobacteria

(Nogales et al., 2013). This model includes 863 reactions and

795 metabolites.

� Saha et al. genome-scale model (2012):

This work presents a genome-scale metabolic model of

Synechocystis sp. PCC6803, termed as iSyn731, published

in 2012. Published models of Synechocystis sp. PCC6803 and

Cyanothece sp. ATCC 51142 and drew comparisons among

them and to previous data (Knoop et al., 2010; Nogales et al.,

2012; Vu et al., 2012). All reactions were elementally and

charge balanced and were localized into four different

intracellular compartments. Biomass descriptions are derived

based on experimental measurements, with new experimental

data on amino acids and pigments. The authors identify all

thermodynamically infeasible loops. Comparisons of model

predictions against gene essentiality data picture the iSyn731

model as a very sensitive model for deletion prediction.

The model contains 1156 reactions and 996 metabolites.

� Other cyanobacteria metabolic models:

Together with Synechocystis sp. PCC6803, other organ-

isms have been targets for metabolic model reconstructions,

such as Synechococcus sp. PCC 7002 (Hamilton & Reed,

2012), Cyanothece sp. ATCC 51142 (Saha et al., 2012;

Vu et al., 2012), Spirulina platensis C1 (Klanchui et al., 2012)

and new tools have reconstructed 36 cyanobacteria meta-

bolic models for which genomic data are available (Vitkin &

Shlomi, 2012).

Synechocystis sp. PCC6803 as a production platform

The Synechocystis sp. PCC6803 metabolic model can be used

to study flux capabilities and potentials, as well as to study

possible mutants to have an enhanced production of a given

metabolite. The above-mentioned studies have demonstrated

the utilization of FBA to estimate metabolic behavior. One of

the bottlenecks of these simulations is the need to determine

the several biological constraints of substrate usage and

by-products generation. Nonetheless, the amount of informa-

tion generated in this study, that only needs the network

configuration and these constraint-based flux simulations,

is considerably higher than the input information required.

As for mutant studies, in various works (Ducat et al.,

2011b; Montagud et al., 2010, 2011; Nogales et al., 2013),

sets of deletion mutants have been identified with increased

production of succinate, ethanol and hydrogen, among other

metabolites (Ducat et al., 2011b). This work presents design

strategies that range from the more classical ones, such as

closing flux diverging routes from objective metabolite or the

triple deletion proposal for improved production of ethanol,

to the more synthetic biology ones like improved succinate

production by means of the design of a new pyruvate kinase

protein specific for an ATP cofactor.

Furthermore, theoretical maxima of production for etha-

nol and hydrogen have been identified. These values are far

from what is currently produced in the literature. For

hydrogen, an estimated specific growth rate of 0.0448 h�1

with a corresponding maximum H2 production rate of

0.085 mmol gDW�1 h�1 (Montagud et al., 2011) can be

compared to typical 3.149� 10�4 mmol g DW�1 h�1

(Baebprasert et al., 2011). Additionally, in Table 2, retrieved

from Navarro et al. (2009), one can gather valuable informa-

tion of hydrogen production with different methods. As for

ethanol, Joule Unlimited has identified a genetically engin-

eered strain of Synechocystis sp. PCC6803 in the patent

literature to secrete ethanol at a rate of 1 mg L�1 h�1

(2.171� 10�2 mmol gDW�1 h�1) (Devroe et al., 2010),

whereas the academic literature reports typical levels of

0.2 mg L�1 day�1 (6.029� 10�4 mmol gDW�1 h�1) (Deng &

Coleman, 1999). Yoshikawa et al. (2011) estimated a

theoretical maximum of ethanol production under autotrophy

of 2 mmol gDW�1 h�1. Montagud et al. (2011) estimated that

under autotrophy, the maximum ethanol productivity was

0.85 mmol gDW�1 h�1 and under mixotrophy the production

value reached 1.7 mmol gDW�1 h�1. For a comprehensive

review of the economic relevance of cyanobacteria production

of interesting metabolites, such as sugars, isoprene, alcohols,

alkanes and hydrogen, refer Ducat et al. (2011b).

Flux landscape studies can shed light on the capabilities

of this network. Flux coupling analysis is employed in order

to uncover non-straight forward functional links among

fluxes (Burgard et al., 2004). Flux coupling analysis tries to

uncover part of the effects that hinder mutant generation,

allowing researchers to explain mutant phenotypes that were

not considered because no prior knowledge was known or

Table 2. Hydrogen production rates obtained by different methods from
Navarro et al. (2009).

Process Production rate References

Biophotolysis 0.07 mmol L�1 h�1 (Kosourov et al., 2002;
Melis et al., 2000)

Indirect biophotolysis* 0.35 mmol L�1 h�1 (Sveshnikov et al., 1997)
Photo-fermentation 145–160 mmol L�1 h�1 (Levin et al., 2004)
Dark-fermentation 77 mmol L�1 h�1 (Akkerman et al., 2002)
Two stage processes 3.37–7.2 mol H2 mol C�1

6 (Kumar & Das, 2001)

*Experimental values shown for photolytic methods corresponds mainly
with algae, although some relevant works for cyanobacteria can be
found in Levin et al. (2004).
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because connectivity was not straightforward. It was found

that in terms of feasibility, it seemed easier to tinker flux

couplings to have increased ethanol production than an

increased hydrogen production. Hydrogen is interwoven

with photosynthesis and oxidative phosphorylation, making

it difficult to design strategies that increase hydrogen, but

do not affect growth capabilities considerably (Montagud

et al., 2011).

Researchers are seduced by the idea of using this

cyanobacterium due to its capability of producing metabolites

autonomously from carbon dioxide, water and photons, thus

photoautotrophically. In this growth mode, photosynthesis

provides electrons and oxygen from water, using photons as

energy donors, pumping protons that can be used to generate

ATP. Hydrogenase is fed from NADPH that, in turn, is fed

from these electrons. Additionally, hydrogenase is inhibited

even by low levels of oxygen (Tamagnini et al., 2002). The

higher photosynthetic activity, the more electron flow and

consequently the more hydrogen-inhibiting oxygen is pro-

duced. Hence, photosynthesis, oxidative phosphorylation

and hydrogen production are metabolic pathways that have

to be system-wide engineered if we want to be successful.

In this sense, efforts are being drawn to engineer an increased

electron flow that feeds the hydrogenase (Cournac et al.,

2004). Alternatively, oxygen production has been limited

in some photosynthetic cells with an improved effect on

hydrogen production (Melis et al., 2000). In fact, the inclusion

of an oxygen-tolerant hydrogenase has been targeted by many

projects, and researchers are beginning to publish papers on

this topic (Ducat et al., 2011a).

In a recent study, production yields for isoprene and

hydrogen were calculated (Saha et al., 2012). It was

calculated that the maximum isoprene yield using iSyn731

to be 3.63� 10�5 mole isoprene per mole of fixed carbon

upon adding isoprene synthase activity to the model and

simulating under maximum biomass production. Hydrogen

fermentation is also estimated and the authors report that

iSyn731 predicts a maximum hydrogen theoretical yield

of 2.28 mole per mole of glycogen consumed while iJN678

(Nogales et al., 2012) yields a value of 2.00 mole per mole of

glycogen consumed. Experimental results for Synechocystis

sp. PCC6803 support up to 4.24 mole of hydrogen per

mole of glycogen consumed (Antal & Lindblad, 2005;

Bandyopadhyay et al., 2010).

In another recent study, the authors have identified the

bottlenecks that may hinder the use of Synechocystis sp.

PCC6803 as a production platform (Nogales et al., 2013).

They showed that light-driven metabolism and its unique

metabolic features are the main bottlenecks in harnessing

its growth-coupled biotechnological potential. Main mutation

targets were genes deleted in alternate electron flow

pathways, which had increased hydrogen production, but

reduced photosynthetic robustness (Nogales et al., 2013).

They give a computational rational explanation to the

evidence that, in contrast to the carbon flux, the electron

flux can be manipulated more easily, especially in autotrophy

(Baebprasert et al., 2011; Cournac et al., 2004; Ducat

et al., 2011a).

Finally, if we are to live in a hydrogen economy several

years from now, there are a series of milestones that need to

be accomplished. In this direction, the US National Research

Council commissioned a study to identify these efforts in

2004. This Committee on Alternatives and Strategies for

Future Hydrogen Production and Use (Committee on

Alternatives and Strategies for Future Hydrogen Production

and Use and National Research Council, 2004) considered

that, first of all, the hydrogen system must be cost-competi-

tive, safe and appealing to the consumer, and it should

preferably offer advantages from the perspectives of energy

security and CO2 emissions. Change to a clean economy

based on hydrogen implies addressing several questions

related to its production strategy and methods. Specifically

for the transportation sector, dramatic progress in the

development of fuel cells, storage devices and distribution

systems is especially critical (Turner et al., 2008).

The Committee on Alternatives and Strategies for Future

Hydrogen Production and Use concluded that, in order to

have a hydrogen-fuelled transportation as a beachhead of a

clean hydrogen economy, the four most fundamental techno-

logical and economic challenges are:

� To develop and introduce cost-effective, durable, safe,

and environmentally desirable fuel cell systems and

hydrogen storage systems.

� To develop the infrastructure in order to provide hydro-

gen for the light-duty-vehicle user.

� To reduce sharply the costs of hydrogen production from

renewable energy sources, over decades.

� To capture and store (‘‘sequester’’) the carbon dioxide

by-product of hydrogen production from coal.

Biotechnology can help overcome the last two challenges.

Hydrogen production and carbon sequestration through

biomass generation are objectives of cyanobacterial

genome-scale metabolic models. Theoretical maxima, flux

capabilities and mutant analysis can be studied with such

models and have been reviewed. For instance, mutant

generation is one of the tools of biotechnological advances

and these mutants, be they knock outs, knock ins, or knock

downs, etc., have a holistic effect on different parts of the

metabolism. Researchers are not blind to this fact, and their

habit of ignoring this has more to do with the lack of tools

to cope with this complexity and uncertainty of data rather

than with their willingness to overlook these systemic effects.

Thus, it is of critical importance to pave the way to a situation

where holistic analyses are possible and quantitative studies

are conceivable. Better, more accurate, metabolic models

will help us lower biofuel costs and increase its benefits. The

widespread use of genome-scale metabolic models is allowing

researchers to think widely and the reconstruction of genome-

scale metabolic models is a process that can be streamlined

and executed through a series of check-points and controls

(Feist et al., 2009; Thiele & Palsson, 2010). The quality of a

model mainly lies on the quality of the data. In the case of

metabolic models, this starts with a detailed, high-quality

genome annotation. Additionally, a metabolic model also

needs very well designed experiments that retrieve conclusive

data leading to relevant scientific discoveries. These experi-

mental data should be easily interpreted with the metabolic

model and should help researchers to identify targets to knock

out, knock in, limiting reactions, flux-diverting pathways that

could be directed to a metabolite of interest, etc.
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Alas, integrating genome-scale metabolic information,

i.e. omics data, into genome-scale metabolic models was a

very promising task (Nielsen & Oliver, 2005), but has proved

to be more challenging than expected (Montagud et al., 2011).

In spite of this, simplifications (Szallasi et al., 2006),

abstractions (Oliveira et al., 2008) and tools from foreign

areas (Pérez-Escudero et al., 2009) have been used in this

field. All of those tools are valid and useful if they allow us to

become closer to a world where quantitative, all-inclusive

approaches are possible and let us infer more efficient ways to

use the biology to our needs.
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The aim of this work was to study the effects of valence and age on visual image recognition memory. The International Affective Picture  System  
(IAPS) battery was used, and response time data were analyzed using analysis of variance, as well as an ex-Gaussian fit method. Older participants were 
slower and more variable in their reaction times. Response times were longer for negative valence pictures, however this was statistically significant 
only for young participants. This suggests that negative emotional valence has a strong effect on recognition memory in young but not in old partici- 
pants. The s parameter, often related to attention in the literature, was smaller for young than old participants in an ex-Gaussian fit. Differences on the s 
parameter might suggest poorer attentional performance in old participants. 
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INTRODUCTION 

 
Humans regularly face emotionally charged stimuli. Thus, not 
surprisingly, the study of the impact of valence on memory has 
attracted the interest of cognitive psychology in the last decades. 
A useful tool regarding the nature of the stimuli is the Interna- 
tional Affective Picture System, developed by Peter J. Lang at 
Florida University (1999). The success of this battery is deter- 
mined by its high reliability in terms of emotional valence (the 
pleasantness of the stimulus), arousal (the intensity of emotion 
provoked by the stimulus), and dominance (the degree of control 
exerted by the stimulus). Most of the research that has employed 
the IAPS battery has analyzed response times (RTs) and 
percentage of errors or correct responses as the dependent 
variable   (Borg,   Leroy,   Favre,   Laurent   &   Thomas-Antérion, 
2011; Charles, Mather & Carstensen, 2003; Gordillo Leon, 
Arana, Mestas et al., 2010). 

RT usually shows a high sensitivity to cognitive processes,   
but its distribution is often positively skewed, which is problem- 
atic for some methods of statistical analysis. However, skewed 
RTs can be described adequately by use of an ex-Gaussian dis- 
tribution. The advantage of this analysis lies in the fact that its 
three parameters may map onto different cognitive processes, 
although the functional interpretation of those parameters is still 
debated in the literature (Matzke & Wagenmakers, 2009). The 
parameter that arguably attracts the greatest research interest is s. 
It has been described as a perceptual aspect of a RT (Hohle, 
1965), a decision component (Luce, 1986) and more recently, an 

attentional component or a defective effort control mechanism 
(Leth-Steensen, King Elbaz & Douglas, 2000). 

Mathematically, the ex-Gaussian probability density function is 
the result of a combination of two random variables, a Gaussian 
distribution (described by its l and r parameters), and an expo- 
nential  distribution  (described  by  its  s parameter).  Thereby, an 
ex-Gaussian distribution is perfectly defined with three parame- 
ters: the first two (l and r), are the mean and standard deviation 

of the Gaussian component, while the third parameter (s) is the 
rate parameter of the exponential component. When analyzing  
the results from an ex-Gaussian fit, one must be careful because 
the parameters that describe the mean distribution are l + s. 
Ratcliff and Murdock (1976) and Luce (1986) showed that the 
ex-Gaussian function provides a good fit to several empirical 
reaction  times distributions  and it continues  to be  used as a tool 
for the analysis of RT data (Epstein, Langberg, Rosen et al., 
2011; Navarro-Pardo, Navarro-Prados, Gamermann & Moret- 
Tatay, 2013). While many researchers have related ex-Gaussian 
components to  underlying  cognitive  processes,  the  literature  
is limited in terms of how the processing of emotional valence   
of stimuli may affect the three parameters of the ex-Gaussian 
distribution. 

Several studies employing traditional methods (Buchanan & 
Adolphs, 2002; Reisberg & Heuer, 2004) have shown evidence 
that emotional content of visual stimuli has an impact on recog- 
nition. Rozin and Royzman (2001) stated that given positive and 
negative stimuli of equal objective magnitude, negative emotion 
is more potent. This idea is supported by Wright, Busnello, 

mailto:carmenmoret@gmail.com


 

 

Buratto and Stein (2012), who found more accurate responses 
with negative valence when studying a memory conformity 
effect. However, this emotional modulation of memory processes 

Table 1. Mean valence and arousal values for the selected images in the 
different sets from the Spanish adaptation of Moltó et al. (1999) 

 
  

Neutral Negative Positive 
may  be  age-dependent.  Charles  et  al.  (2003)  carried  out  two    
experiments where the valence of stimuli was manipulated. They 
found age-related reduction in memory for negative images. The 
reduction affected both kinds of stimuli, but it was more promi- 
nent for the negative ones. Moreover, attempts have been made  
to  examine  interactions  between  cognitive  processes  such  as 
attention and emotion through the presentation of visual material.           
Some researchers concluded that such interactions could activate 
visual processing (Keil, Bradley, Hauk, Rockstroh, Elbert & 
Lang, 2005; Schupp, Stockburger, Codispoti, Junghofer, Weike 
& Hamm, 2007). 

In the current study, we employ an alternative methodology to 
estimate the role of valence in terms of ex-Gaussian components 
and aging. To this end, a picture recognition task was conducted. 
Young and old participants were first exposed to different IAPS 
images (hereafter called target images) selected for their valence, 
and after a distracting interval, they were requested to differenti- 
ate the target images from other images (hereafter called distract- 
ing images). The aim  of  the  study  is  to  examine  the  impact 
of two factors: emotional valence of stimuli, and participants’ 
age, on recognition memory. The data are analyzed using an ex-
Gaussian components method, since it allows for appropriate 
modeling of skewed data, as well as modeling of distinct cogni- 
tive processes affecting RT performance. 

 
 

METHOD 
 

Participants 

A sample of 40 young university students volunteered to take part in 
experiment 1 (32 women and 8 men with mean age of 22.23 years and  
SD = 2.12). 

In experiment 2, a sample of 40 senior university students from a pro- 
gram for aged students, volunteered to take part (29 women and 11 men, 
mean age of 67.29 years and SD = 6.19). 

Six participants in experiment 2 were replaced due to an error rate of 
higher than 40%. All participants had normal or corrected to normal 
vision, were native Spanish speakers and did not report cognitive impair- 
ment or neurological disorders. The sample selected for both groups has  
a female majority, but there is no reason to believe that processes 
addressed in this research might be gender dependent. 

 
 

Materials 
The stimuli used were a selection of photographs from the International 
Affective Picture System (IAPS, CSEA-NIMH, 1999; Lang, Bradley & 
Cuthbert, 1999) in the Spanish adaptation of Moltó, Monta~nés, Poy et al. 
(1999). We selected a total of 120 photographs divided into three sets of 
40 photographs based on their scores on valence (positive, negative or 
neutral). For the purpose of the recognition task, from the 120 images 
selected, 60 were selected as the target images and 60  as distracting 
ones. In each set, 20 were neutral images, 20 images were negative and 
20 were positive images (see Table 1). 

 
 

Procedure 

Participants were tested in a quiet room, in groups of three or four peo- 
ple. The presentation of stimuli and recording of response times were 

Note: Standard deviation in parenthesis. 
 
 

controlled by a Windows operating system through DMDX software 
(Forster & Forster, 2003). The experiment consisted of two phases.  In  
the first phase, the 60 target stimuli were presented randomly (20 stimuli 
for each of the three valence categories) with short exposures of 2 sec- 
onds each. In the second phase (15 minutes after the participants were 
distracted by performing visual search tasks), the 60 target stimuli plus 
the 60 distracting stimuli were randomly presented to the participants. 
Each image was presented until the participant  gave  a  response  or  
2000 ms passed. The participants were instructed to press a button 
(labelled “Yes”) to indicate whether the stimulus was a target stimulus, 
and press another button (labelled “No”) if the stimulus was a distracting 
stimulus (did not appear in the first phase). 

The participants were also instructed to respond as quickly as possible 
while maintaining a reasonable level of accuracy. The session lasted 
approximately 40 minutes. 

 
 

Design and data analysis 

Two different analyses were carried out. A classical analysis of variance 
(ANOVA) explored the impact of stimulus identity (target or distractor), 
emotional valence (neutral, positive and negative) and participants’ age  
on response latency. The same procedure was employed for error rates. 
This was followed by the fitting of RT data to an ex-Gaussian distribu- 
tion function. For the latter analysis, data sets were distributed in inter- 
vals in order to create a histogram. Differences between parameters from 
the ex-Gaussian fit were analyzed regarding their uncertainties (errors) as 
confidence interval lengths for each parameter. 

 
 

RESULTS 
The statistical analysis was performed using SPSS statistical 
software version 20 (IBM, Armonk, NY). Table 2 presents the 
reaction times average (ms), error rates and standard deviations 
for each group of images. 

The ANOVAs were performed after reaction  times  below  
250 ms and above 1800 ms were excluded. The 1800 ms cut-off 
point was adopted for consistency with earlier  studies  in  the 
field (Moret-Tatay & Perea, 2011; Navarro-Pardo et al., 2013). 
This excluded data constituted 3.3% and 5.6% of responses for 
young and old participants, respectively. The ex-Gaussian distri- 
bution characterization used all data. Reaction times correspond- 
ing to incorrect responses were excluded from all analyses. 

The classical analysis of variance (ANOVA) was performed 
using a 2 9 2 9 3 mixed design, with a between-subject factor of 
Age (young vs old) and within-subject factors of stimulus Identity 
(target vs distractor) and Valence (neutral positive and negative). 

The ANOVA carried out on RT data showed a main effect of 
Age: F(1,78) = 6.690, MSE = 112284.91, g2 = 0.08, p < 0.05, 

Identity: F(1,78) = 128.311, MSE = 8106.68, g2 = 0.62, 

Target Valence 5 (0.45) 2.82 (0.75) 7.2 (0.6) 
 Arousal 5 (0.46) 6.1 (0.77) 4.8 (1.2) 
Distracting Valence 5.05 (0.58) 2.82 (0.65) 7.2 (0.5) 

 Arousal 4 (0.82) 5.9 (0.91) 5.1 (1.3) 
Total Valence 5.03 (0.51) 2.82 (0.69) 7.2 (0.54) 

 Arousal 4 (0.66) 6 (0.84) 5 (1.2) 
 



 

 
  

 

Table 2. Response time averages (ms), error rates for each experimental 
condition 

 
  

Stimulus valence 

p < 0.001, as well as Valence: F(2,78) = 25.687; MSE =  
1586.29; g2 = 0.40; p < 0.001. Target stimuli were processed 
faster (M = 816 ms) than distractors (M = 890 ms), and 

   Bonferroni pairwise comparisons indicated that negative stimuli 
Group Stimulus identity Neutral Negative Positive (M = 876 ms) were processed more slowly than  positive  ones 

(M = 853 ms), which in turn were processed more slowly than 
neutral ones (M = 831 ms) (all ps < 0.01). The interaction 
between Valence and Identity was significant: F(2,78) = 8.588, 
MSE = 1528.50; g2 = 0.18; p  < 0.001. Bonferroni pairwise com- 
parisons indicated that, for  the  target  stimuli,  negative  ones  
(M = 835 ms) were processed more slowly ( p < 0.05) than both 
positive (M = 808 ms) and neutral ones (M = 807 ms), with no 
significant difference ( p > 0.50) between the latter two catego- 
ries. For the distractor stimuli, negative ones (M = 917 ms) were 
also  processed   more   slowly   ( p  < 0.01)   than   neutral   ones 
( p = 0.854 ms), but not significantly more slowly ( p  > 0.10) 
than positive ones (M = 900 ms). Error differences did not reach 
statistical significance for valence (F < 1) but it did for distract- 

p  < 0.001,  and  Valence:  F(2,77)  =  15.460,  MSE  =  3623.77, 
g2 = 0.17, p < 0.001. Old participants were slower than  the 
young ones (M = 932 and 853 ms, respectively), target (previ- 
ously presented) stimuli were responded to faster than the 
distractors (M = 846 and 939 ms, respectively). Bonferroni 
pairwise  comparisons  indicated  that  the   negative   images   
(M = 912 ms)  were  responded  to  significantly  more  slowly     
( p < 0.01) than the positive ones (M = 892 ms) and the neutral 
ones (M = 876 ms), while the difference between the latter two 
was  approaching  significance  ( p  = 0.053).  These  main effects 
were qualified by the interactions between stimulus Identity and 
Age: F(1,78) = 5.511, p = 0.021, g2 = 0.07, as well as Identity 

and Valence: F(2,77) = 5.339, p = 0.007, g2 = 0.07. 
The ANOVA carried out on accuracy showed a main effect of 

Age: F(1,78) = 7.49, MSE = 2613.33, g2 = 0.08, p < 0.05, and 

Identity: F(1,78) = 18.19, MSE = 6348.01, g2 = 0.18, p < 0.001, 
however, Valence did not reach the significance level (F < 1). 

In order to explore those interactions, 2 9 3 Identity 9 
Valence ANOVAs were carried out, separately for young and 
old participants. 

 
 

Young 
The ANOVA on RT data of young participants revealed main 
effects of Identity: F(1,39) = 39.205; MSE = 8336.86; g2 = 0.50; 

ing and target conditions: F(1,39) = 60.79, MSE = 11.21, 
g2 = 0.60; p < 0.001. 

 
Old 
The ANOVA on the latencies of old participants also revealed 
significance for the main factor of Identity: F(1,39) = 96.236; 
MSE = 7876.49;  g2  =  0.71;  p  < 0.001,  but  it  fell  just  short 
of significance for the main factor of  emotional  Valence:  
F(2,78) = 2.95; MSE = 5905.85; g2 = 0.07; p = 0.058. The inter- 
action between Identity and Valence was not significant, either: 
F(2,78)  = 1.103,  MSE  = 4074.59,  g2 = 0.03.  Thus,  the   target 
stimuli were processed faster than the distractors (M = 876 vs. 
989 ms, respectively), but there was no significant differences 
between the  processing  of  negative  (M = 947 ms),  positive  
(M = 930 ms) and neutral (M = 920 ms) stimuli – albeit the 
direction of those differences was the same as in the young  
group. Thus, the impact  of  valence  on  RT  appears  to  be  
much more prominent in the young group. Error differences did 
not reach statistical significance for distracting and target 
conditions (F < 1) but it did for valence: F(2,78) = 5.41; 
MSE   =   428.22;   g2  =   0.12;   p  < 0.05.   Bonferroni pairwise 
comparisons indicated that positive stimuli (M = 81.31) were 
processed  more  accurately  than  neutral   ones   (M  = 85.93), 
ps < 0.05. 

 

Table 3.  l, r, s parameters with their uncertainty (standard error), dfs (degrees of freedom) and the ratio between v2/df for each condition 

Negative 640.33 T 6.50 60.91 T 5.41 185.55 T 10.14 25 0.84 
Positive 639.14 T 6.22 64.01 T 4.45 159.96 T 8.39 28 0.73 

Distractor Neutral 656.34 T 8.67 74.71 T 6.59 186.11 T 11.84 27 1.26 
Negative 710.03 T 11.02 95.15 T 10.01 197.07 T 15.03 27 1.34 
Positive 681.10 T 8.04 81.91 T 6.04 215.66 T 11.22 30 0.89 

Old Target Neutral 597.68 T 7.20 58.54 T 6.72 257.81 T 13.29 34 0.87 
Negative 611.46 T 9.43 57.43 T 8.24 248.48 T 18.26 32 1.45 
Positive 604.42 T 9.32 61.42 T 8.45 235.51 T 16.55 32 1.37 

Distractor Neutral 660.12 T 10.26 97.11 T 8.83 307.96 T 16.62 37 0.85 
Negative 704.45 T 11.55 91.72 T 9.39 308.46 T 18.25 37 1.06 
Positive 680.65 T 12.73 104.6 T 10.01 315.33 T 19.1 36 1.01 

Young Target M 808.08 834.71 806.62 
  SD 78.65 82.53 69.11 
  Errors 16% 17% 19% 
 Distracting M 854.01 917.25 899.58 
  SD 98.62 111.95 100.23 
  Errors 3% 5% 4% 
Old Target M 871.57 890.49 866.82 
  SD 197.72 207.29 178.10 
  Errors 16% 19% 20% 
 Distracting M 968.49 1004.46 993.12 
  SD 186.45 184.84 179.81 
  Errors 11% 14% 17% 

 

Group Stimulus identity Stimulus valence l r s df v2/df 

Young Target Neutral 620.06 T 6.47 52.61 T 4.97 181.50 T 10.08 22 1.01 
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Finally, we proceeded to characterize the reaction times by an 
ex-Gaussian fit. One should keep in mind that l and r are not 
the average and standard deviation of the ex-Gaussian distri- 
bution, which should be calculated via the three parameters 

the fact that many different datasets had to be fitted, a python 
script was programmed. This script automatically reads a set of 
data (reaction times), groups this data in intervals, creating a his- 
togram and interacts with the Gnuplot software in order to fit an 

that  describe  the  distribution:  the  mean  is  in  fact  M̄ = l + 
s. 

ex-Gaussian function to the data points. Distribution fits and 

Fitting the distribution means finding the optimal values for the 
parameters  l,  s  and  r  that  best  describe  the  experimental  
data. For this purpose, we used the fitting function of the open-
source software Gnuplot. With this software, the fit of any 
mathematical function to any data set can be obtained 
straightforwardly by a single function, but given the amount of 
data in the  present  work, the need to prepare the data 
(distribute it in intervals) and 

graphics were both executed by the  command-line  program 
GNU plot 4.2 (via Navarro-Pardo et al., 2013). The Gnuplot 
software employs the Levenberg-Marquardt algorithm, also 
known as dumped least-square method (Marquardt, 1963). The 
algorithm finds the optimal parameters that minimize the square 
of the difference between a given data set (xi, yi) and a target 
function f (xi). 
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Fig. 1.  Reaction times for each target condition, together with the ex-Gaussian fit. Left side: Young participants. Right side: Old participants. Top: 
neutral condition. Middle: negative condition. Bottom: positive condition. 
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The algorithm is an iterative procedure that readjusts the set 

 
 

the uncertainties as a confidence interval length for each parame- 
of parameters in each iteration. First of all, a goodness of fit ter.  If  we  compare  the  distribution  averages  (M̄ = l + s), in the 
function has to be defined in order to reflect  the  quality  of the 
fit. The goodness of fit can be evaluated through the residual 
variance (the most widely used method in behavioral sciences, 
v2/degrees  of  freedom).  Smaller  values  are  preferable  as  they 
reflect a better fit. Table 3 shows the different parameters  
obtained by the fitting procedure and Figs. 1 and 2 show the 
graphical representation of the histograms, together with fit, for 
each condition. 

The uncertainties (errors) presented in Table 3, allow us to 
compare the parameters for the different conditions, regarding 

younger group, we notice that the differences between neutral  
and negative conditions for distractor stimuli (64.65) is much 
bigger than the uncertainties sum (46.56), indicating a significant 
statistical difference. The same pattern can be found for the dif- 
ferences between neutral and positive condition (54.31), which is 
much higher than the uncertainties sum (39.77). 

Regarding  the  s  parameter,  the  differences  between  neutral 
and positive condition (29.55) is slightly higher than the uncer- 
tainties sum (23.06). However, for the older participants neither 
the distribution average, nor the s parameter are higher than the 
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Fig. 2.  Reaction times for each distracting condition, together with the ex-Gaussian fit. Left side: Young participants. Right side: Old participants.      
Top: neutral condition. Middle: negative condition. Bottom: positive condition. 
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corresponding uncertainties sums. Finally, when we compare the 
parameters for older and younger participants, we notice that 
older participants  present much higher distribution  average and  
s parameter than the young younger participants. 

 
 

DISCUSSION AND CONCLUSIONS 
The aim of this study was to examine the influence of emotional 
valence and age on visual recognition, while controlling for the 
level of arousal and employing a short retention interval. This 
recognition task was analyzed not only by the classical analysis 
of variance, but also through the characterization of the reaction 
times via an ex-Gaussian fit which allows the analysis of the 
conditions in terms of parameters. The present work not only 
presents conclusions drawn from the classical ANOVA analysis, 
it also presents a study on the underlying cognitive processes   
that cannot be tackled by conventional techniques and so pre- 
sents some of the advantages of the ex-Gaussian fit. This innova- 
tive technique does not depend on the same suppositions as the 
classical ANOVA, nor does it require the removal of outliers, 
which may exclude important information. 

While the main aim of this study was to show the advantages 
of an ex-Gaussian fit analysis, the impact of age and emotional 
valence on recognition memory was evaluated as well. The 
impact of valence on RT appears to be much more prominent in 
the young group. We also found slower RTs towards negative 
stimuli,  replicating  Gordillo  Leon  et al.’s  (2010)  study.  Carretié, 
Martin-Loeches, Hinojosa and Market (2001), postulated that 
there is a tendency to direct attention to negative stimuli, sup- 
porting the notion that the processing of the negative emotional 
charge could have had an essential role in our evolution. These 
results were clear for young participants, but differences did not 
reach statistical significance for the old ones. This evidence 
supports the explanation offered by Charles et al. (2003) about 
age-related reductions in memory for negative images. 

Another point to highlight is the relation  between  memory 
and attention. In traditional models, memory involves attention, 
encoding, storage, and retrieval. In our experiment, both age 
groups were slower for negative images than others; however, 
the  s  parameter  cannot  explain  valence-linked  age differences 

in  memory.  One  alternative  explanation,  as  Pôrto,  Bertolucci, 
Bueno (2011) indicated, is that the old participant’s assessment 

might be biased due to the nature of emotional valence. They 
claimed that older participants might focus more on picture 

details than valence. More research about this issue is necessary. 
Addressing the question of RT parameters, the greater differ- 

ences were found between age groups. Generally, RTs lower for 
young than old participants, indicating that old participants were 

slower.  Furthermore,  in  light  of  the  literature  on  the  relation 
between the s parameter and attention, old participants appear to 
show poorer attentional performance. 

Future studies may include a series of experiments that exam- 
ine the role of the s parameter in the context of negative images, 
which try to explain if such pictures attract attention  more  
readily  or just hold  attention  for  a longer  period  of  time.  Our 
data do not allow the disentangling between these explanations. 
Furthermore, it would also be interesting to evaluate the level     
of arousal, interactions between arousal and valence, and their 

relation to the s parameter. It would also be interesting to exam- 
ine developmental changes through the study of the parameters, 
and also to explore the role of mood. 
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Introduction
An important aspect of experimentation 
within cognitive psychological paradigms is 
whether or not to provide participants with 
trial-by-trial corrective feedback regarding 
the accuracy of their performance on cog-
nitive tasks. As noted by Krenn, Würth, and 
Hergovich (2013), the provision of feedback 
can make individuals aware of any discrep-
ancies between actual states of performance 
and target states, thus allowing for an evalu-
ation of previous performance in relation to 
a specific standard.

Not surprisingly, the effect of feedback on 
human behavior has attracted the interest 
of cognitive researchers. A large number of 
studies have examined its effect on different 
variables such as motivation (Deci, Koestner, 
& Ryan, 1999; Jussim, Sofaleta, Brown, Law, 
& Kohlhepp, 1992) and learning (Goodman 
& Wood, 2004; Wulf, Shea, and Lewthwaite, 
2010). However, not as much research has 
been directed at determining the role that 
corrective accuracy feedback plays in shap-
ing performance on tasks that involve fairly 
basic perceptual- or cognitive-based decision 
making. Hence, such work is the focus of the 
current study.

Some potential effects of feedback
One view of the effect of accuracy feedback 
on performance in basic cognitive tasks can 
be found in Starns and Ratcliff (2010). In their 
Experiment 2, participants saw a 10 × 10 grid 
of characters with some of the cells blank and 
others randomly filled by asterisks. The task 
was to quickly but accurately decide whether 
the number of asterisks displayed was either 
more or less than 50. The actual number of 
asterisks displayed on any trial ranged uni-
formly from 31 to 70. In a feedback condi-
tion, a post-trial correct or error message was 
displayed for 600 ms, and separate groups 
took part in feedback and no feedback con-
ditions (i.e., the presence of feedback was 
manipulated in a between-participants 
fashion). When fitting the Ratcliff diffusion 
model to the obtained response time (RT) 
results, Starns and Ratcliff (2010) found that 

the major effect of providing feedback (for 
the college students but, interestingly, not 
for the aged 60+ seniors in their sample) was 
to lower the response criteria (i.e., the deci-
sion boundaries). In such a model, response 
criteria represent the amount of sequentially 
sampled evidence that must be accumu-
lated in order to make a response (where 
the strength of the sampled evidence signal 
itself is referred to as the drift rate). Starns 
and Ratcliff (2010) conjectured that the pro-
vision of feedback helped the younger par-
ticipants to be more aware of the potential 
for a balance between speed and accuracy, 
thus motivating them to make adjustments 
which then led to more optimal respond-
ing (i.e., lowering their response criteria 
which allowed them to respond faster with 
what could be regarded as minimal losses 
in accuracy). Indeed, follow-up analyses by 
these researchers indicated that the younger 
group were invoking response criteria when 
given feedback that were much closer to 
what Starns and Ratcliff (2010) referred to 
as the “reward-rate optimal boundary” than 
were the younger group who were not given 
feedback. Note that an analogous empirical 
result can be found in work by Appelgren, 
Penny, and Bengtsson (2014) involving the 
n-back memory task. In that study, accuracy-
feedback-induced reductions in both RT and 
accuracy were observed but only for condi-
tions in which feedback was provided after 
each correct response.

A second related view of the role of accu-
racy feedback on performance in basic cog-
nitive tasks is that it affects strategy choice. 
Namely, that it aids participant’s determina-
tion of the optimality of the various possible 
processing strategies that could be applied 
to the current task. For example, Touron and 
Hertzog (2014) had participants perform 
a task that, after some degree of practice, 
could be solved using either a more time-
consuming but highly accurate visual search 
strategy or a fast but occasionally error-prone 
memory retrieval strategy. They observed an 
increase in the trial-by-trial, self-reported use 
of memory retrieval for a group provided 
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with accuracy feedback compared to a group 
with no feedback (although mainly for their 
older participants given that the younger 
participants were already employing quite 
high levels of memory retrieval). With respect 
to simple choice tasks involving highly over-
learned and unbiased stimulus-response 
associations, such as the color-naming and 
matching tasks examined in the present 
study, one tempting but quite inefficient 
processing strategy would be to periodically 
double-check the stimulus display before 
making a response. Given that accuracy is 
typically fairly high to begin with in tasks of 
this nature, the provision of accuracy feed-
back could signal that such double-checking 
is not enhancing performance that much 
and, hence, could perhaps be dropped (which 
would then serve to speed up the RTs for all 
of the trials in which such double-checking 
would have occurred but didn’t and also to 
potentially reduce accuracy somewhat, given 
less double-checking). 

A third related view of the role of accuracy 
feedback on performance in basic cognitive 
tasks is that it affects the amount and focus 
of the effort devoted to a task (Krenn et al., 
2013). In the context of the current research, 
in the first upcoming study, performance 
on the classic Stroop task is examined. In 
a Stroop task, more mistakes are generally 
made on incongruent Stroop trials. Hence, 
the provision of corrective feedback when 
performing such a task could make partici-
pants more aware of the fact that the irrel-
evant stimulus attribute is having an effect 
on responding and that more effort needs to 
then be devoted to minimizing the process-
ing of it (either by focusing more intently 
on selecting the relevant attribute or by 
attempting to supress all processing of the 
irrelevant one). Such a view is also in line 
with the conflict-monitoring account of cog-
nitive control (Botvinick, Braver, Barch, Carer, 
& Cohen, 2001) which posits that the pres-
ence of enhanced stimulus-response conflict 
in a task such as the Stroop task signals the 
need for greater cognitive control. Such con-
trol can be envisioned in terms of a top-down 

attentional biasing of the relevant stimulus 
attribute that would then serve to enhance 
the strength of the evidence signal (i.e., drift 
rate) resulting in faster and, potentially also, 
more accurate responding. This account is 
able to provide an explanation for the find-
ing that Stroop interference is reduced in 
blocks of trials containing a greater propor-
tion of incongruent trials. With respect to 
the role of corrective feedback in the Stroop 
task, such feedback could be assumed to pro-
vide an explicit signal for the need for greater 
cognitive control (Bugg & Smallwood, 2014). 
Moreover, with respect to other types of 
basic cognitive tasks that do not involve such 
conflict, note that it would not generally be 
that hard to envision conditions under which 
an enhanced marshalling of attentional 
resources would lead to stronger evidence 
signals. 

A fourth related view of the role of accu-
racy feedback on performance in basic 
cognitive tasks is that it affects the deploy-
ment of attentional resources more gener-
ally. On one hand, the provision of feedback 
could serve to divert attention away from 
the performance of the task by capturing 
limited attentional resources (MacLeod & 
MacDonald, 2000). Under such conditions, 
though, it could then be assumed that both 
accuracy and RT performance would suffer 
(i.e., lower accuracy accompanied by slower 
RTs when feedback has been provided). On 
the other hand, also in line with the notion 
that feedback enhances effort, the provision 
of feedback might serve to prompt partici-
pants to cut down on the number of atten-
tional lapses that can occur when repeatedly 
performing such simple tasks either by 
enhancing motivation or increasing arousal/
activation levels (for a related view see Kole, 
Healy, & Bourne, 2008). Cutting down on 
attentional lapses would reduce the num-
ber of both very slow correct responses and 
attentional-based errors (although note that 
if such errors are rather infrequent to begin 
with, increases in accuracy due to reductions 
in the number of attentional lapses might 
not actually turn out to be that substantial). 
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One bit of evidence for this view can actually 
also be found in the RT modeling work done 
by Starns and Ratcliff (2010) on the results 
from their Experiment 2 (detailed above). 
Namely, the version of the diffusion model 
that they used to fit the RTs also contained, 
what was referred to as, a “proportion of RT 
contaminants” parameter (i.e., po) which was 
specifically assumed by them to represent 
lapses in attention. On the proportion of 
trials indicated by the value of this param-
eter, an additional response delay, taken 
from a uniform probability distribution, was 
assumed to be added to the correspond-
ing diffusion model latency. Interestingly, 
although never actually addressed by Starns 
and Ratcliff (2010), the estimated value of 
this parameter was lower when feedback was 
provided than when it was not (i.e., 0.2% vs. 
1.8% of trials, respectively).

Ex-Gaussian distributional model
At this point, it is important to focus on 
the dependent variables that might serve 
to best shed light on feedback effects. Of 
course, measures of performance accuracy 
and RT will be key in this respect. However, 
one important way to extend typical analy-
ses of proportion correct (PC) and mean 
RT is to examine the distributions of RTs 
obtained as a whole by fitting distributional 
models such as the ex-Gaussian (Balota & 
Spieler, 1999; Heathcote et al., 1991). The 
ex-Gaussian function represents the con-
volution of two probability distribution 
functions: A Gaussian (i.e., normal) and an 
exponential. This function generally serves 
to capture, quite adequately, the positively 
skewed shapes of most RT distributions and 
it can be quantified using three parameters: 
μ (the mean of the normal component), σ 
(the standard deviation of the normal com-
ponent), and τ (both the mean and standard 
deviation of the exponential component). In 
a more intuitive vein, the first two param-
eters (i.e., μ and σ) serve to summarize the 
location of the leading edge of a distribution 
of RTs, whereas the third parameter (i.e., τ) 

provides summary information related to the 
size of the tail of such distributions.

Importantly, like RT itself, the μ and τ 
parameters have been shown to be remarka-
bly sensitive to the effects of various types of 
cognitive-based experimental manipulations 
(for a review see Matze & Wagenmakers, 2009; 
and see also Kristjánsson, & Jóhannesson, 
2014; Leth-Steensen, 2009; Moreno-Cid et al., 
2015; Moret-Tatay et al., 2014; Navarro-Pardo, 
Navarro-Prados, Gamermann, & Moret-Tatay, 
2013). However, as extensively discussed by 
Matzke and Wagenmakers (2009), the sub-
stantive interpretation of the ex-Gaussian 
parameters is still being debated and varies 
considerably among researchers and theo-
ries. The key issue in this regard is the extent 
to which changes in individual ex-Gaussian 
parameters can exclusively be attributed 
to the effects of experimental manipula-
tions on specific cognitive processes such as 
decisional versus sensory/motor processes 
or automatic versus controlled processes 
(Matze & Wagenmakers, 2009). 

Nonetheless, the accounts mentioned 
above regarding the potential effects of pro-
viding accuracy feedback do provide some 
testable predictions regarding changes in 
the ex-Gaussian parameters μ and τ that 
would be expected due to the provision of 
feedback. First, if providing feedback leads to 
downwards adjustments of decision criteria 
to achieve a more optimal balance between 
the speed and accuracy of responding such 
adjustments, as clearly demonstrated by 
Matzke and Wagenmakers (2009; see also 
Smith & Mewhort, 1998), would be expected 
to lead to decreases in both μ and τ for con-
ditions in which feedback has been provided 
in comparison to conditions in which it has 
not. Second, if providing feedback leads to 
attentional-based strengthening of evidence 
signals due to enhancements in cognitive 
control, then such strengthening would also 
be expected to lead to decreases in both μ 
and τ for conditions in which feedback has 
been provided in comparison to conditions 
in which it has not (Matzke & Wagenmakers, 
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2009; Smith & Mewhort, 1998; Spieler, 
Balota, & Faust, 2000; although one caveat is 
that, as demonstrated by Smith & Mewhort, 
the effect of increased signal strength, i.e., 
drift rate, on μ is not that dramatic for cases 
in which decision criteria are set fairly low).

Third, if the provision of feedback serves 
to induce a reduction in the number of trials 
in which a double-checking strategy might 
have been employed, such reductions would 
likely be expected to be reflected mainly in 
smaller values of the ex-Gaussian τ param-
eter. Such an expectation is in line with work 
by Penner-Wilger, Leth-Steensen, and LeFevre 
(2002) who found that the RT distributions 
obtained from Canadian graduate students 
when solving single-digit multiplication 
problems differed from those of Chinese 
graduate students mostly with respect to 
the size of τ (much larger for the Canadians). 
They concluded that this result was consist-
ent with the fact that Canadian students are 
much more likely to report periodically using 
less efficient, non-retrieval solution strate-
gies (as opposed to direct memory retrieval) 
than are Chinese students.  

Finally, if the provision of feedback serves 
to induce a reduction in the number of atten-
tional lapses, such reductions would also be 
expected to be reflected mainly, if not exclu-
sively, in smaller values of the ex-Gaussian τ 
parameter. For example, Leth-Steensen, King 
Elbaz, and Douglas (2000) found that differ-
ences in the choice RTs obtained from ADHD 
and control children were reflected mainly 
in the tails of the RT distributions (i.e., in 
τ). They then conjectured that this effect 
was the result of an enhanced tendency for 
attentional lapsing in ADHD children (which 
would then lead to a larger proportion of 
very slow responses present in the tails of 
their RT distributions). In this same vein, for 
a sample of ADHD and typically developing 
adolescents, Gu, Gau, Tzang, and Hu (2016) 
found that, with respect to performance on 
the Connors continuous performance task, 
the ex-Gaussian parameter τ was highly 
positively correlated with the number of 

omission errors (i.e., misses) made by their 
participants. Such errors were higher for the 
ADHDs and high rates of such errors were 
regarded by Gu et al. (2016) as representing 
markers of attentional impairment. Finally, 
Spieler, Balota, and Faust (1996) observed 
enhanced Stroop effects for older adults 
that were due mostly to increases in tau. 
They then specifically attributed this result 
to the possibility that older adults might be 
more susceptible to experiencing attentional 
lapses on a greater proportion of trials than 
young adults.

The current study
In the current work, RT and accuracy perfor-
mance in both a Stroop color-word task (in 
Study I) and a subsequent color-word match-
ing task (in Study II) is examined under 
conditions in which accuracy feedback is pro-
vided after each trial and under conditions 
in which no accuracy feedback is provided. 
The first task is one of the most broadly 
applied paradigms in cognitive psychology 
(Heathcote, Popiel, & Mewhort, 1991), and 
it has been related to selective attention, 
processing speed, cognitive flexibility, and 
executive functions (Howieson, Lezak, & 
Loring, 2004; Servant, Montagnini, & Burle, 
2014). In its standard set up, the Stroop para-
digm requires participants to identify the 
font color of presented color words while 
trying to ignore congruent and incongruent 
color names. For the second task, the ele-
ment of potential conflict between irrelevant 
aspects of the stimuli and the responses was 
eliminated by having participants perform a 
color-word matching task. Namely, they were 
simply asked to indicate if word names were 
congruent or not with the color of the font 
that the words were presented in. One impor-
tant key aspect of the current work is that 
in addition to standard analyses involving 
mean RT and PC, RT distributional analyses 
are also performed by fitting the ex-Gaussian 
distributional model to the distributions of 
RTs obtained from individual participants in 
each condition of Studies I and II. 
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Method
Participants
A sample of 40 University students volun-
teered to take part in Study I (29 women and 
11 men with an average age of 20.02 years 
and SD = 1.22). A sample of 30 students, 
from the same University, volunteered to 
take part in Study II (26 women and 4 men 
with an average age of 20.27 years and SD = 
1.26). All the participants had normal vision 
or corrected to normal, were native Spanish 
speakers, and did not report any cognitive or 
neurological disorders

Materials
The presentation of the stimuli and record-
ing of RT and PC were controlled by comput-
ers through the Windows software DMDX 
(Forster & Forster, 2003). On each trial, a 
fixation point (+) was presented for 500 ms 
in the center of the screen. Then the target 
stimulus was presented until the partici-
pants responded, with a maximum of 2500 
ms given to respond. Word stimuli in Study 
I were rojo (which means red), azul (which 
means blue), and xxxx. Word stimuli in Study 
II were rojo and azul. The stimuli were pre-
sented in lowercase 14-pt Courier.

Design
In Study I, a 2 (presence and absence of feed-
back) × 3 (congruent, incongruent, and con-
trol Stroop conditions) factorial design was 
used. Participants were required to identify 
the color red by pressing one key and the 
color blue by pressing another. The stimuli 
was presented in either red or blue upper-
case letters, and there were three presen-
tation conditions: i) Congruent - red word 
displayed in red or blue word displayed in 
blue, ii) incongruent - red word displayed in 
blue or blue word displayed in red, and iii) 
neutral - xxxx in red or blue. Participants per-
formed 18 practice trials and 240 experimen-
tal trials.

In Study II, a 2 (presence and absence of 
feedback) × 2 (congruent and incongruent 
matching conditions) factorial design was 
used. Participants were required to identify 

if the font color was congruent with the 
written word by pressing one key, or not, by 
pressing another key. This is why condition 
iii) from Study I was not possible for Study 
II. The stimuli were presented in either red 
or blue lowercase letters, and there were two 
presentation conditions: i) Matching - red 
word displayed in red or blue word displayed 
in blue, and ii) nonmatching - red word dis-
played in blue or blue word displayed in red. 
Participants performed 18 practice trials and 
160 experimental trials. 

For both studies, the stimuli were pre-
sented in a randomized fashion within 
blocks. Furthermore, participants from each 
study were divided into two groups. The first 
group started with a block which provided 
immediately informative feedback and a 
following block which did not. The second 
group performed the task with the order of 
these blocks reversed. Informative feedback 
was provided immediately after each par-
ticipant’s response that indicated whether it 
was Correcto (correct) or Error (error). RTs to 
perform the task on each trial were recorded 
in milliseconds. Each session lasted about 20 
minutes.

Analysis
The dependent measures to be analysed in 
each study were the (arcsine-transformed) 
PCs, mean correct RTs, and the values of 
each of the three ex-Gaussian parameters μ, 
σ, and τ. Values for each of these measures 
were obtained for each participant individu-
ally for each condition in the corresponding 
designs (i. e., the ex-Gaussian model was fit 
separately for each participant to the sets of 
correct RTs obtained in each of the six condi-
tions of Study I and the four conditions of 
Study II). Any correct RTs shorter than 150 
ms or more than 4 SDs above the mean in 
each condition (Leth-Steensen et al., 2000) 
were removed before running the RT analy-
ses (i.e., 0.7% of the Study I correct RTs and 
0.9% of the Study II correct RTs). 

The software used to perform the ex-
Gaussian fits made use of quantile maximum 
probability estimation (QMPE; Heathcote, 



Moret-Tatay et al: The Effect of Corrective Feedback on Performance in Basic Cognitive Tasks376

Brown, & Cousineau, 2004). QMPE fits the 
ex-Gaussian distribution to a set of quantile 
values that have been estimated from a set 
of RT data. Directly analogous to percen-
tile values, quantiles represent the RT value 
for which a certain proportion of observed 
RTs fall below it. Essentially, what QMPE is 
doing is invoking a search for the values of 
μ, σ, and τ that result in ex-Gaussian-based 
quantile values that most closely match the 
actual quantile values in a set of RT data. This 
search is undertaken using maximum likeli-
hood techniques. More specifically, the best 
fitting ex-Gaussian curve is associated with 
the three ex-Gaussian parameter values for 
which the likelihood of the observed set of 
actual quantile values is a maximum. For the 
present fits, the number of quantiles used 
was set at 10.

Results
Study I
Average RTs for correct responses and PCs 
are presented in Table 1. A 2 (feedback 
 condition) × 3 (Stroop condition) fully 
repeated measures ANOVA was performed 
on both the RTs and PCs. 

As expected, RT showed Stroop effects: F(2, 
78) = 21.00, p < .001, MSE = 888, ηp

2 = .350. 
On the other hand, although RTs were faster 
for the feedback condition than for the no-
feedback condition for all three Stroop con-
ditions, this difference was not significant at 
the conventional .05 level: F(1, 39) = 3.08, p 
< .10, MSE = 5940, η2 = .073. With respect to 
the PCs, significant Stroop effects were also 

present: F(2, 78) = 11.70, p < .001, MSE = 
0.018, ηp

2 = .231. However, neither the main 
effect of the feedback conditions nor its 
interaction with the Stroop conditions were 
statistically significant (Fs < 1). 

With respect to the three ex-Gaussian 
parameters, analogous ANOVAs were per-
formed on each of them as well (plots of 
the effects present in μ and τ are given in 
(Figure 1A). For μ, no main effects or interac-
tions involving it were statistically significant 
(all ps > .10). For σ, as well, no main effects 
or interactions involving it were statistically 
significant (all ps > .10). For τ, however, both 
the main effect of the Stroop conditions, F(2, 
78) = 12.29, p < .001, MSE = 1412, ηp

2 = .240, 
and the main effect of the feedback condi-
tions, F(1, 39) = 11.66, p < .01, MSE = 1930, 
η2 = .230, were significant. Note, as well, that 
when the order in which the feedback was 
provided (i.e., first or second) was entered as 
a factor in the design, no significant main 
effects or interactions involving it were pre-
sent for analyses involving either μ or τ (all 
ps > .05).

Study II
Average RTs for correct responses and PCs are 
presented in Table 2. A 2 (feedback condi-
tion) × 2 (matching condition) fully repeated 
measures ANOVA was performed on both the 
RTs and PCs. 

As expected, RT showed matching effects: 
F(1, 29) = 167.07, p < .001, MSE = 1670,  
ηp

2 = .852. On the other hand, although 
RTs were faster for the feedback condition 

Congruent Incongruent Neutral

RT

    Feedback 443 468 447

    No Feedback 462 490 459

PC

    Feedback 0.983 0.954 0.976

    No Feedback 0.974 0.959 0.976

Table 1: Mean RTs (in ms) and PCs for the Stroop and Feedback Conditions in Study I.
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than for the no-feedback condition for each 
matching conditions, this difference was 
again not significant at the conventional .05 
level: F(1, 29) = 3.96, p < .10, MSE = 10554, 
η2 = .120. With respect to the PCs, no main 
effects or interactions were statistically sig-
nificant (all ps > .05). 

With respect to the three ex-Gaussian 
parameters, analogous ANOVAs were per-
formed on each of them as well (plots of the 

effects present in μ and τ are given in (Figure 
1B). For μ, only the main effect of matching 
conditions was significant, F(1, 29) = 37.47, 
p < .001, MSE = 2800, ηp

2 = .564. For σ, no 
main effects or interactions involving it were 
statistically significant (all ps > .05). For τ, 
both the main effect of the matching condi-
tions, F(1, 29) = 10.04, p < .01, MSE = 4398, 
ηp

2 = .257, and the main effect of the feed-
back conditions, F(1, 29) = 8.90, p < .01, MSE 
= 7767, η2 = .235, were significant. Note, as 
well,  that when the order in which the feed-
back was provided (i.e., first or second) was 
entered as a factor in the design, no signifi-
cant main effects or interactions involving it 
were present for analyses involving either μ 
or τ (all ps > .10).

Discussion
The present results are clear in demonstrat-
ing that, for the two basic cognitive tasks 
examined here, providing accuracy feedback 
served to significantly reduce the size of the 
tails of the RT distributions only. That is, in 
both Studies I and II, although decreases in τ 

Figure1: Values of the ex-Gaussian parameters μ (i.e., mu) and τ (i.e., tau) at each feedback 
by Stroop condition in Study I (1A) and at each feedback by matching condition in Study 
II (1B).

Match No match

RT

    Feedback 693 787

    No Feedback 728 827

PC

    Feedback 0.940 0.953

    No Feedback 0.961 0.953

Table 2: Mean RTs (in ms) and PCs for the 
Matching and Feedback Conditions in 
Study II.
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were observed when feedback was given, no 
such decreases in μ occurred. Highlighting 
the importance of obtaining a more detailed 
description of RT through an examination of 
the separate ex-Gaussian RT components, in 
both studies, the effect of feedback on overall 
RT was not significant at the .05 level. Hence, 
if only RTs had been examined here, any con-
clusions concerning the effect of providing 
feedback on the speed of responding would 
have to have been regarded as being some-
what tentative. Moreover, in neither study did 
the provision of such feedback serve to sig-
nificantly affect the accuracy of responding 
(for further discussion of the potential effects 
of corrective feedback on overall accuracy see 
Appelgren et al., 2014, and for a demonstra-
tion of the fact that corrective feedback does 
not seem to affect post-error slowing see 
Houtman, Castellar, Notebaert, & Nu, 2012).

Importantly, the presence of feedback 
effects in τ but not in μ is somewhat diag-
nostic regarding the different views of the 
potential effects of such feedback discussed 
earlier. Namely, such a result is highly sug-
gestive of the fact that providing feedback 
served to reduce either the tendency to 
double-check before responding or the 
amount of attentional lapsing. Given such 
possibilities, one aspect of future research 
might be to examine the role that various 
kinds individual difference variables such as 
anxiety (Bishop, Duncan, Brett, & Lawrrence, 
2004; Henderson, Synder, Gupta, & Banich, 
2012), might have in determining this feed-
back effect. Although the possibility that 
the present changes in τ with feedback were 
due to stronger evidence signals cannot be 
completely ruled out note that, as discussed 
earlier, small or negligible effects in μ under 
such conditions would only be expected 
if decision thresholds were set quite low 
(as they would be if participants had been 
instructed to emphasize speed), and there 
is no indication in either the RTs or the PCs 
from either Study I or II that this would have 
been the case here.

With respect to the first view regarding the 
potential effect of feedback discussed earlier, 

it seems that participants in the present stud-
ies were likely already performing quite opti-
mally in terms of balancing out the speed 
and accuracy of their responding. Note that 
in Starns and Ratcliff’s (2010) Experiment 
2, the discrimination task was actually 
rather difficult on some trials (e.g., decid-
ing whether a display with 49 asterisks had 
either more or less than 50 asterisks) lead-
ing to an overall observed accuracy of around 
85% correct that was much lower than in 
the present studies (as was also the case for 
the n-back memory task of Appelgren et al., 
2014). Hence, such circumstances may have 
induced an overly cautious response set that 
was then subject to adjustments when feed-
back was provided (at least for their younger 
participants).

Finally, what might the results of this study 
have to say to cognitive researchers in gen-
eral with respect to the issue of whether cor-
rective accuracy feedback should or should 
not be included as part of their experimen-
tal procedures? Well, for studies that are 
concerned mainly with examining RT for 
which accuracy is typically quite high (i.e., > 
90%), the current results suggest that pro-
viding such feedback would indeed tend to 
reduce the size of the tails of the RT distri-
butions (hence, serving to lower both the RT 
means and standard deviations of individual 
participants). However, as is also evident 
in the current results, the effect of provid-
ing feedback did not interact with either of 
the other experimental manipulations (i.e., 
Stroop congruency or color-word match). If it 
is indeed the case that such feedback effects 
do not serve to moderate any other effects 
then, perhaps, the slight increases in the 
tails of the RT distributions that would occur 
when not providing such feedback might be 
something that could easily be tolerated. On 
the other hand, for those researchers who 
might then be interested in going on to fit 
parameterized process-based models, such as 
the diffusion model, to their RT data, reduc-
ing the possibility of either double-checking 
or attentional lapses (both of which could 
actually be regarded as RT contaminants) by 
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providing corrective accuracy feedback might 
indeed be helpful with respect to achieving 
the best possible parameter estimates from 
those model fits.
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The study of reaction times and their underlying cognitive processes is an important field

in Psychology. Reaction times are often modeled through the ex-Gaussian distribution,

because it provides a good fit tomultiple empirical data. The complexity of this distribution

makes the use of computational tools an essential element. Therefore, there is a strong

need for efficient and versatile computational tools for the research in this area. In this

manuscript we discuss some mathematical details of the ex-Gaussian distribution and

apply the ExGUtils package, a set of functions and numerical tools, programmed for

python, developed for numerical analysis of data involving the ex-Gaussian probability

density. In order to validate the package, we present an extensive analysis of fits obtained

with it, discuss advantages and differences between the least squares and maximum

likelihood methods and quantitatively evaluate the goodness of the obtained fits (which

is usually an overlooked point in most literature in the area). The analysis done allows one

to identify outliers in the empirical datasets and criteriously determine if there is a need

for data trimming and at which points it should be done.

Keywords: response times, response components, python, ex-Gaussian fit, significance testing

1. INTRODUCTION

The reaction time (RT) has become one of the most popular dependent variables in cognitive
psychology. Over the last few decades, much research has been carried out on problems focusing
exclusively on success or fail in trials during the performance of a task, emphasizing the
importance of RT variables and their relationship to underlying cognitive processes (Sternberg,
1966; Wickelgren, 1977; McVay and Kane, 2012; Ratcliff et al., 2012). However, RT has a potential
disadvantage: its skewed distribution. One should keep in mind that in order to perform data
analysis, it is preferable that the data follow a known distribution. If the distribution is not
symmetrical, it is possible to carry out some data transformation techniques (e.g., the Tukey
scale for correcting skewness distribution), or to apply some trimming techniques, but with these
techniques, statistics may be altered (in other words a high concentration of cases in a given range
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may be favored and as a result, statistics can appear biased).
Moreover, transformations can affect the absolute value of the
data or modify the relative distances between data. When
conducting trimming it is not easy to distinguish noisy data from
valid information, or in other words, to set the limits between
outliers and extreme data (Heathcote et al., 1991). Whether we
include or exclude outliers often depends on the reason why
they might occur, dealing with the decision to classify them
as variability in the measurement or as an experimental error.
Another option, for the analysis of skewed data, is to characterize
them with a known skewed distribution. This procedure allows
one to determine the probability of an event based on the
statistical model used to fit the data. A common problem with
this approach is to estimate the parameters that characterize
the distribution. In practice, when one wants to find out the
probability for an event numerically, a quantified probability
distribution is required.

Going back to the point on characterizing data with a
specific distribution, there is one distribution that has been
widely employed in the literature when fitting RT data: the
exponentially modified Gaussian distribution (West, 1999; Leth-
Steensen et al., 2000; West and Alain, 2000; Balota et al., 2004;
Hervey et al., 2006; Epstein et al., 2011; Gooch et al., 2012;
Navarro-Pardo et al., 2013). This distribution is characterized by
three parameters, µ, σ and τ . The first and second parameters
(µ and σ ), correspond to the average and standard deviation
of the Gaussian component, while the third parameter (τ ) is
the decay rate of the exponential component. This distribution
provides good fits to multiple empirical RT distributions (Luce,
1986; Lacouture and Cousineau, 2008; Ratcliff and McKoon,
2008), however there are currently no published statistical tables
available for significance testing with this distribution, though
there are softwares like S-PLUS (Heathcote, 2004) or PASTIS
(Cousineau and Larochelle, 1997) and programming language
packages available for R, MatLab or Methematica.

In this article we present a package, developed in Python, for
performing statistical and numerical analysis of data involving
the ex-Gaussian function. Python is a high-level interpreted
language. Python and R are undoubtedly two of the most
widespread languages, as both are practical options for building
data models with a lot of community support. However, the
literature seems to be rather scarce in terms of computations
with the ex-Gaussian function in Python. The package presented
here is called ExGUtils (from ex-Gaussian Utilities), it comprises
functions for different numerical analysis, many of them specific
for the ex-Gaussian probability density.

The article is organized as follows: in the next section
we present the ex-Gaussian distribution, its parameters and a
different way in which the distribution can be parameterized.
Following this, we discuss two fitting procedures usually
adopted to fit probability distributions: the least squares and
the maximum likelihood. In the third section we present the
ExGUtils module and we apply it in order to fit experimental
data, evaluate the goodness of the fits and discuss the main
differences in the two fitting methods. In the last section we
present a brief overview.

2. THE ex-GAUSSIAN DISTRIBUTION AND
ITS PROBABILITY DENSITY

Given a randomly distributed X variable that can assume values
between minus infinity and plus infinity with probability density
given by the gaussian distribution,

g(x) =
1

σ
√
2π

exp

(

−
1

2

(

x− µ

σ

)2
)

, (1)

and a second random Y variable that can assume values between
zero and plus infinity with probability density given by an
exponential distribution,

h(x) =
1

τ
e−

x
τ , (2)

let’s define the Z variable as the sum of the two previous random
variables: Z = X + Y .

The gaussian distribution has average µ and standard
deviation σ , while the average and standard deviation of the Y
variable will be both equal to τ . The Z variable will also be a
random variable, whose average will be given by the sum of the
averages of X and Y and whose variance will be equal to the sum
of the variances of X and Y :

M = µ + τ (3)

S2 = σ 2 + τ 2 (4)

Defined as such, the variable Z has a probability density with the
form (Grushka, 1972):

f (x) =
1

2τ
exp

(

1

2τ

(

2µ +
σ 2

τ
− 2x

))

erfc

(

µ + σ 2

τ
− x

√
2σ

)

(5)

which receives the name of ex-Gaussian distribution (from
exponential modified gaussian distribution). The erfc function
is the complementary error function. One must be careful, for
µ and σ are NOT the average and standard deviation for the
ex-Gaussian distribution, instead the average and variance of the
ex-Gaussian distribution is given by Equations (3)–(4): M =
µ + τ and S2 = σ 2 + τ 2. On the other hand, a calculation of
the skewness of this distribution results in:

K =
∫ ∞

−∞

(

x−M

S

)3

f (x)dx =
2τ 3

(σ 2 + τ 2)
3
2

, (6)

While the gaussian distribution has null skewness, the skewness
of the exponential distribution is exactly equal to two. As a result
the skewness of the ex-Gaussian has an upper bound equal to two
in the limit σ ≪ τ (when the exponential component dominates)
and a lower bound equal to zero in the limit σ ≫ τ (when the
gaussian component dominates).

Let’s parameterize the ex-Gaussian distribution in terms of its
average M, standard deviation S and a new skewness parameter
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λ = 3

√

K
2 . Defined in this way, the λ parameter can have values

between 0 and 1. Now, defining the standard coordinate z (z =
x−M
S ) one can have the ex-Gaussian distribution normalized for

average 0 and standard deviation 1 in terms of a single parameter,
its asymmetry λ:

fλ(z) =
1

2λ
exp

(

1

2λ2
(−2zλ − 3λ2 + 1)

)

erfc

(

−z + 1
λ
− 2λ

√
2
√
1− λ2

)

.

(7)

in this case, in terms of λ, the parametersµ, σ and τ are given by:

µ = −λ (8)

σ =
√

1− λ2 (9)

τ = λ. (10)

Thus, the ex-gaussian represents a family of distributions that can
be parametrized in terms of their assymmetry. Ranging from the

FIGURE 1 | ex-Gaussian distributions for different values of the λ asymmetry

parameter.

exponential (maximum assymmetry in the limit when λ = 1) to
a gaussian (symmetrical distribution in the limit when λ = 0).

In Figure 1, we show plots for the ex-Gaussian function for
different values of the parameter λ. We should note that for very
small values of λ (less than around 0.2), the ex-Gaussian is almost
identical to the gaussian function (see Figure 2)1.

Given a probability density, an important function that can
be calculated from it is its cumulative distribution (its left tail),
which is the result of the integral

F(z) =
∫ z

−∞
f (x)dx. (11)

The importance of this function is that given the cumulative
distribution one is able to calculate the probability of an event.
For the ex-gaussian, the expression for its cumulative distribution
is given by:

F(x) =
1

2
erfc

(

−
x− µ
√
2σ

)

−
1

2
exp

(

σ 2

τ 2
−

x− µ

τ

)

erfc

(

−
x−µ

σ
− σ

τ√
2

)

(12)

Let’s also define zα , the value of z for which the right tail of the
distribution has an area equal to α:

α =
∫ ∞

zα

f (x)dx. (13)

1− F(zα) = α (14)

so, solving the Equation (14), one is able to obtain the value of zα
for any given α.

1In this cases, the numerical evaluation of the ex-Gaussian distribution in Equation

(5) becomes unstable and one can without loss (to a precision of around one part

in a million) approximate the ex-Gaussian by a gaussian distribution.

FIGURE 2 | Differences between the ex-Gaussian distribution with λ = 0.2 and the gaussian distribution. Both curves plotted on the left and the difference on the right

(note this difference is less than 1%).
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3. FITTING THE PROBABILITY
DISTRIBUTION

We are interested in the following problem: given a dataset, to
estimate the parameters µ, σ and τ that, plugged into Equation
(5), best fit the data.

We must now define what it means to best fit the data.
Different approaches here will result in different values for the
parameters. The most trivial approach would be to say that the
best parameters are those that result in the fitted ex-Gaussian
distribution with the same statistical parameters: average (M),
standard deviation (S) and asymmetry (K or λ). So, one can take
the dataset, calculate M, S, and K and use the relations between
them and the parameters µ, σ and τ :

M = µ + τ (15)

S =
√

σ 2 + τ 2 (16)

λ = 3

√

K

2
=

τ
√

σ 2 + τ 2
(17)

µ = M − Sλ (18)

σ = S
√

1− λ2 (19)

τ = Sλ (20)

This method of evaluating the parameters from the statistic
(momenta) is know as the method of the moments as is usually
the worst possible approach given the resulting bias. For instance,
in some experiments, one finds the K parameter bigger than 2 (or
λ > 1) and from Equation (17) one sees that, in order to have
K > 2, σ cannot be a real number.

Another approach is to find the parameters that minimize the
sum of the squared differences between the observed distribution
and the theoretical one (least squares). In order to do that, one
must, from the dataset, construct its distribution (a histogram),
which requires some parametrization (dividing the whole range
of observations in fixed intervals). Since a potentially arbitrary
choice is made here, the results might be dependent on this
choice. When analyzing data, we will study this dependency and
come back to this point.

The last approach we will study is the maximum likelihood
method. The function in Equation (5) is a continuous probability
distribution for a random variable, which means that f (x)dx can
be interpreted as the probability that a observation of the random
variable will have the x value (with the infinitesimal uncertainty
dx). So, given a set ofN observations of the random variable, {xi},
with i = 1, 2, ..., N, the likelihood L is defined as the probability
of such a set, given by:

L =
N
∏

i=1

f (xi;µ, σ , τ ) (21)

lnL =
N
∑

i=1

ln
(

f (xi;µ, σ , τ )
)

(22)

The maximum likelihood method consists in finding the
parameters µ, σ and τ that maximize the likelihood L (or its

logarithm2 lnL). Note that in this approach, one directly uses
the observations (data) without the need of any parametrization
(histogram).

In both approaches, least squares and maximum likelihood,
one has to find the extreme (maximum or minimum) of a
function. The numerical algorithm implemented for this purpose
is the steepest descent/ascent (descent for the minimum and
ascent for the maximum). The algorithm consists in interactively
changing the parameters of the function by amounts given by the
gradient of the function in the parameter space until the gradient
falls to zero (to a certain precision). There are other optimization
methods, like the simplex (Van Zandt, 2000; Cousineau et al.,
2004), which also iteratively updates the parameters (in the case
of the simplex without the need to compute the gradients). We
chose to implement steepest ascent in order to gain in efficiency:
since one is able to evaluate the gradients, this greedy algorithm
should converge faster than the sample techniques used by
simplex. But in any case, both algorithms (steepest descent and
simplex) should give the same results, since both search the same
maximum or minimum.

4. THE EXGUTILS MODULE

ExGUtils is a python package with two modules in its 3.0 version:
one purely programmed in python (pyexg) and the other
programmed in C (uts). The advantage of having the functions
programmed in C is speed, stability and numerical precision.

As mentioned, the package has two modules: pyexg and
uts. The first one comprises all functions with source code
programed in python, some of which depend on the numpy,
scipy and random python packages. On the other hand, the
module uts contains functions with source code programmed
in C. In Table 1 one can find a complete list of all functions
contained in both modules and the ones particular to each one.
The source distribution of the ExGUtils module comes with a
manual which explains in more detail and with examples the
functions.

5. APPLICATIONS

We use here the ExGUtils package in order to analyze data from
the experiment in Navarro-Pardo et al. (2013). From this work,
we analyse the datasets obtained for the reaction times of different
groups of people in recognizing different sets of words in two
possible experiments (yes/no and go/nogo). In the Appendix B
we briefly explain the datasets analyzed here (which are provided
as Supplementary Material for download).

In our analysis, first each dataset is fitted to the ex-
Gaussian distribution through the three different approaches
aforementioned:

• moments → Estimating the parameters through the sample
statistics Equations (18–20).

2Note that, since the logarithm is an monotonically increasing function, the

maximal argument will result in the maximum value of the function as well.
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TABLE 1 | Functions present in the package modules.

Module Function Brief description

Present drand Returns a random number with

homogeneous distribution between 0 and 1

in exp_rvs Returns a random number with exponential

distribution between 0 and infinity

both gauss_rvs Returns a random number with gaussian

distribution between minus infinity and infinity

modules exg_rvs Returns a random number with ex-Gaussian

distribution between minus infinity and infinity

gauss_pdf Evaluates the gaussian distribution at a given

point

gauss_cdf Evaluates the gaussian cumulative

distribution at a given point

exg_pdf Evaluates the ex-Gaussian distribution at a

given point

exg_cdf Evaluates the ex-Gaussian cumulative

distribution at a given point

exg_lamb_pdf Evaluates the ex-Gaussian distribution

parameterized in terms of its asymmetry at a

given point

exg_lamb_cdf Evaluates the ex-Gaussian cumulative

distribution parameterized in terms of its

asymmetry at a given point

pars_to_stats Given the parameters µ, σ and τ , evaluates

the corresponding statistics M, S, and K

stats_to_pars Given the statistics M, S and K, evaluates the

corresponding parameters µ, σ and τ

histogram Given a set of observations, produces an

histogram

stats Given a set of observations, returns the

statistics M, S, and K

stats_his Given a set of observations, presented as a

histogram, returns the statistics M, S, and K

correlation Given a set of points, returns the linear

correlation coefficient for the points

minsquare Given a set of points, fits a polynomial to the

data using the least square method

exgLKHD Evaluates the likelihood and its gradient in the

parameter space for a dataset in a given

point of the parameter space

maxLKHD Evaluates the parameters µ, σ and τ that

maximize the likelihood for a given dataset

exgSQR Evaluates the sum of squared differences and

its gradient in the parameter space for an

histogram in a given point of the parameter

space

minSQR Evaluates the parameters µ, σ and τ that

minimize the sum of squared differences for a

given histogram

Only int_points_gauss Creates a point partition of an interval for

evaluating a

in gaussian integral

uts intsum Evaluates the gaussian integral for a function

calculated at the points in a gaussian partition

Only zero Finds the zero of an equation

in ANOVA Performs an ANOVA test

pyexg integral Evaluates an integral

In python type help(FUNC) (where FUNC should be the name of a given function), in

order to obtain the list of arguments that each function should receive and in which order.

• minSQR→ Estimation through least square method, using as
initial point in the steepest descent algorithm the µ, σ and τ

obtained from the method of moments above3.
• maxLKHD → Estimation through maximum likelihood

method, using as initial point in the steepest ascent algorithm
the µ, σ and τ obtained from the method of moments3.

In Table 2, one can see the estimated parameters and the
corresponding statistics for the different experiments. From the
table, one sees that in the case of the experiments performed
with young people, the value of the skewness, K, is bigger than
two. This happens because of a few atypical measurements far
beyond the bulk of the distribution. In fact, many researches opt
for trimming extreme data, by “arbitrarly” choosing a cutoff and
removing data points beyond this cutoff. One must, though, be
careful for the ex-Gaussian distribution does have a long right
tail, so we suggest a more criterious procedure:

Having the tools developed in ExGUtils, one can use the
parameters obtained in the fitting procedures (either minSQR
or maxLKHD) in order to estimate a point beyond which one
should find no more than, let’s say, 0.1% of the distribution. In
the Appendix A (Supplementary Material), the Listing 1 shows
a quick python command line in order to estimate this point
in the case of the young_gng experiment. The result informs
us that, in principle, one should not expect to have more than
0.1% measurements of reaction times bigger than 1472.84 ms
if the parameters of the distribution are the ones adjusted by
maxLKHD for the young_gng empirical data. In fact, in this
experiment, one has 2396 measurements of reaction times, from
those, 8 are bigger than 1472.8 ms (0.33%). If one now calculates
the statistics for the data, removing these 8 outliers, one obtains:

moments: M = 593.80 S = 154.30 K = 1.91 µ = 441.82

σ = 26.67 τ = 151.98

minSQR: M = 590.11 S = 142.44 K = 1.67 µ = 455.96

σ = 47.89 τ = 134.14

maxLKHD: M = 593.80 S = 148.44 K = 1.69 µ = 453.52

σ = 48.52 τ = 140.29

In Figure 3 one can see the histogram of data plotted along with
three ex-Gaussians resulting from the above parameters.

Now, one might ask, having these different fits for the same
experiment, how to decide which one is the best? Accepting the
parameters of a fit is the same as accepting the null hypothesis
that the data measurements come from a population with an
ex-Gaussian distribution with the parameters given by the ones
obtained from the fit. In Clauset et al. (2009) the authors suggest
a procedure in order to estimate a p-value for this hypothesis
when the distribution is a power-law. One can generalize the
procedure for any probability distribution, like the ex-Gaussian,
for example:

3In the cases where K was bigger than 2, the inicial parameters were calculated as

if K = 1.9. Note that the final result of the search should not depend on the inicial

search point if it starts close to the local maximum/minimum.
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FIGURE 3 | Data for the young_gng experiment trimmed for outliers with three

fitted ex-Gaussians.

• Take a measure that quantifies the distance between the data
and the fitted theoretical distribution. One could use lnL or
χ2, but, as our fitting procedures maximize or minimize these
measures, as the authors in Clauset et al. (2009) suggest, in
order to avoid any possible bias, we evaluate the Kolmogorov-
Smirnov statistic, which can be calculated for reaction-time
data without the need of any parametrization.

• Randomly generate many data samples of the same size as
the empirical one using the theoretical distribution with the
parameters obtained from the fit to the empirical data.

• Fit each randomly generated data sample to the theoretical
distribution using the same fit procedure used in the case of
the empirical data.

• Evaluate the Kolmogorov-Smirnov statistic between the
random sample and its fitted theoretical distribution.

Following this procedure, one can evaluate the probability that a
random data sample, obtained from the fitted distribution, has a
bigger distance to the theoretical curve than the distance between
the empirical data and its fitted distribution. If this probability
is higher than the confidence level one is willing to work with,
one can accept the null hypothesis knowing that the probability
that one is committing a type I error if one rejects the null
hypothesis is p.

In the Appendix A (Supplementary Material) we provide
listings with the implementation, in python via the ExGUtils
package, of the functions that evaluate this p probability and the
Kolmogorov-Smirnov statistic. In Table 3 we provide the values
of p obtained for the experiments, using minSQR and maxLKHD
approaches (p1 and p2, respectively).

We can see that there are some discrepancies in Table 3.
Sometimes minSQR seems to perform better, sometimes
maxLKHD. One might now remember that the minSQR method
depends on a parametrization of the data. In order to perform the
fit, one needs to construct a histogram of the data, and there is an
arbitrary choice in the number of intervals one divides the data
into. In the fits performed till now, this number is set to be the

TABLE 3 | Probabilities p1 and p2 for the fits.

Experiment minSQR maxLKHD

KS p2 (K̄S ± sd) KS p1 (K̄S ± sd)

elder_gng 64.52 0.001 (29.47 ± 8.12) 38.89 0.096 (29.96 ± 12.54)

elder_hfgng 44.32 0.001 (20.85 ± 5.73) 49.61 0.003 (21.33 ± 5.86)

elder_hfyn 34.10 0.019 (20.10 ± 5.35) 35.30 0.021 (20.44 ± 7.49)

elder_lfgng 42.83 0.005 (21.73 ± 5.98) 31.70 0.043 (20.96 ± 5.94)

elder_lfyn 17.25 0.634 (19.76 ± 5.18) 29.00 0.028 (19.15 ± 5.63)

elder_pseudo 62.79 0.000 (26.12 ± 6.81) 53.10 0.009 (25.69 ± 10.41)

elder_yn 32.87 0.258 (28.77 ± 7.42) 62.72 0.012 (29.00 ± 14.16)

young_gng 35.92 0.136 (28.60 ± 7.39) 69.38 0.003 (28.66 ± 8.36)

young_hfgng 21.33 0.305 (19.70 ± 4.99) 34.11 0.016 (20.13 ± 6.16)

young_hfyn 29.75 0.049 (19.59 ± 5.04) 45.20 0.009 (19.83 ± 7.03)

young_lf 22.06 0.318 (20.39 ± 5.81) 37.78 0.015 (20.67 ± 7.82)

young_lfgng 22.06 0.299 (20.08 ± 5.25) 37.78 0.012 (20.27 ± 6.52)

young_lfyn 23.62 0.182 (19.66 ± 5.03) 17.66 0.542 (19.56 ± 7.43)

young_pseudo 20.35 0.867 (27.86 ± 7.20) 28.48 0.386 (28.44 ± 10.87)

young_yn 38.34 0.097 (28.07 ± 7.03) 54.20 0.003 (28.13 ± 8.66)

KS is the Kolmogorov-Smirnov statistic calculated between the data and its fitted ex-

Gaussian. In columns p1 and p2, one finds the probabilities that a randomly generated

dataset has a bigger KS statistic than the empirical data. In parenthesis, the average KS

statistic and standard deviation for the generated random samples.

default in the histogram function of the ExGUtils package,
namely two times the square root of the number ofmeasurements
in the data.

In order to study the effect of the number of intervals in
the values for the parameters and of p2, we performed the
procedure of fitting the data through minSQR after constructing
the histogram with different number of intervals. In Figure 4 we
show the evolution of the p2 probability, along with the values for
µ, σ , and τ obtained by minSQR for the histograms constructed
with a different number of intervals for the young_hfgng
experiment.

From the figure one sees that while the number of intervals
is unreasonably small compared to the size of the empirical
dataset, the values for the fitted ex-Gaussian parameters fluctuate,
while the p probability is very small, but, once the number of
intervals reaches a reasonable value, around 40, the values for the
parameters stabilize and the value of p also gets more stable. So
the question remains, why the values for the probability obtained
withmaxLKHDmethod is so small in the case of this experiment?
The fact is that the likelihood of the dataset is very sensible to
outliers. For the value of the probability [f (x) in Equation 5] gets
very small for the extreme values. Therefore, in these cases, it
might be reasonable to make some criterious data trimming. So
we proceed as follows: Given a dataset, we first perform a pre-
fitting bymaxLKHD.Using the parameters obtained in this fit, we
estimate the points where the distribution has a left and right tails
of 0.1% and remove measurements beyond these points. With
the trimmed dataset, removed of outliers, we perform fits again
and evaluate the p1 and p2 probabilities. In Table 4, we show the
results for this new round of fitting and probability evaluations.
In more than half of the experiments where one could see a big
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FIGURE 4 | Fitting results obtained with the minSQR method varying the number of intervals in the histogram for the young_hfgng experiment. The horizontal line

shows the value obtained with the maxLKHD method. (Upper left) Evolution of the p probability. (Upper right) Evolution of µ. (Bottom left) Evolution of σ . (Bottom

right) Evolution of τ .

TABLE 4 | The p1 and p2 probabilities for the fits.

Experiment N N′ (%) minSQR maxLKHD

KS p2 (K̄S ± sd) KS p1 (K̄S ± sd)

elder_gng 2,348 2 (0.09) 66.58 0.000 (28.92 ± 7.32) 50.24 0.040 (30.98 ± 17.55)

elder_hfgng 1,174 8 (0.68) 34.20 0.040 (20.67 ± 5.70) 32.64 0.010 (20.66 ± 5.83)

elder_hfyn 1,175 2 (0.17) 32.09 0.040 (20.01 ± 4.86) 24.76 0.090 (19.22 ± 6.69)

elder_lfgng 1,174 1 (0.09) 43.49 0.000 (21.47 ± 5.83) 33.22 0.030 (20.57 ± 6.90)

elder_lfyn 1,139 4 (0.35) 19.97 0.550 (20.55 ± 6.37) 19.71 0.620 (19.97 ± 6.11)

elder_pseudo 1,910 5 (0.26) 57.26 0.000 (26.91 ± 6.64) 57.11 0.010 (26.61 ± 10.06)

elder_yn 2,314 5 (0.22) 36.83 0.240 (28.57 ± 7.46) 29.72 0.230 (30.54 ± 14.33)

young_gng 2,396 10 (0.42) 38.93 0.250 (27.82 ± 6.32) 43.11 0.020 (30.19 ± 17.07)

young_hfgng 1,200 8 (0.67) 23.28 0.780 (19.25 ± 4.39) 17.82 0.430 (18.07 ± 4.13)

young_hfyn 1,180 9 (0.76) 27.97 0.050 (19.68 ± 4.91) 28.93 0.010 (20.74 ± 7.71)

young_lf 1,196 5 (0.42) 25.11 0.310 (20.09 ± 5.21) 25.32 0.020 (19.69 ± 4.29)

young_lfgng 1,196 5 (0.42) 25.11 0.280 (20.51 ± 5.08) 25.32 0.080 (20.55 ± 5.05)

young_lfyn 1,132 3 (0.27) 25.20 0.230 (19.42 ± 5.40) 16.60 0.780 (20.72 ± 8.53)

young_pseudo 2,326 10 (0.43) 23.33 0.940 (27.59 ± 7.05) 25.85 0.870 (28.45 ± 12.48)

young_yn 2,312 12 (0.52) 46.10 0.130 (27.80 ± 7.87) 28.58 0.210 (31.21 ± 19.74)

KS is the Kolmogorov-Smirnov statistic calculated between the data and its fitted ex-Gaussian. N is the number of data points in each empirical dataset, N′ in the number of points

removed by the trimming and in brackets next to it its proportion in relation to the total data. In columns p1 and p2, one finds the probabilities that a randomly generated dataset has a

bigger KS statistic than the empirical data. In parenthesis, the average KS statistic and standard deviation for the generated random samples.

discrepancy between p1 and p2 in Table 3, the trimmed data
do show better results. For some datasets, the trimming had
no impact on the discrepancy. In any case, one might wonder

about the impact of the trimming in the obtained parameters.
Therefore, in Table 5, we show the results obtained with different
trimming criteria.
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TABLE 5 | Results for different trimming on the data.

Experiment % minSQR maxLKHD

µ σ τ p2 µ σ τ p1

elder_gng 0.1 513.52 73.00 329.54 0.001 518.71 75.02 313.04 0.026

elder_gng 0.5 516.62 76.61 319.50 0.002 521.83 70.31 299.00 0.011

elder_gng 1.0 516.04 76.80 317.93 0.000 523.84 66.32 291.17 0.014

elder_hfgng 0.1 509.10 84.96 285.05 0.043 504.96 65.26 297.06 0.012

elder_hfgng 0.5 509.39 89.51 277.28 0.020 511.19 65.09 277.33 0.020

elder_hfgng 1.0 508.40 83.49 279.35 0.016 512.79 59.89 272.67 0.005

elder_hfyn 0.1 564.82 82.19 246.63 0.052 558.93 71.17 266.45 0.148

elder_hfyn 0.5 565.70 83.88 242.73 0.036 559.98 68.60 261.73 0.143

elder_hfyn 1.0 566.73 87.05 235.38 0.006 561.88 65.77 255.95 0.094

elder_lfgng 0.1 521.64 62.39 368.34 0.006 530.64 68.95 333.51 0.041

elder_lfgng 0.5 523.29 67.46 359.50 0.006 530.25 60.81 329.35 0.011

elder_lfgng 1.0 523.37 67.70 356.20 0.002 533.09 59.45 318.33 0.008

elder_lfyn 0.1 583.03 84.58 301.15 0.562 581.72 76.56 305.56 0.577

elder_lfyn 0.5 584.32 86.07 296.15 0.524 584.60 78.19 296.28 0.329

elder_lfyn 1.0 586.72 85.93 287.48 0.470 589.73 77.85 278.47 0.027

elder_pseudo 0.1 735.04 133.55 498.90 0.001 755.81 134.79 436.48 0.012

elder_pseudo 0.5 733.65 135.57 499.00 0.001 754.68 132.25 438.02 0.017

elder_pseudo 1.0 732.54 135.87 498.14 0.000 752.31 124.65 442.19 0.014

elder_yn 0.1 572.16 81.99 275.26 0.251 567.87 73.30 288.63 0.280

elder_yn 0.5 573.64 84.34 270.01 0.373 570.72 72.30 278.01 0.378

elder_yn 1.0 573.82 84.87 266.60 0.246 573.48 72.59 268.80 0.159

young_gng 0.1 456.35 48.59 133.40 0.292 453.37 47.60 140.66 0.013

young_gng 0.5 456.95 47.02 132.15 0.177 456.29 43.54 134.00 0.167

young_gng 1.0 457.70 46.28 130.55 0.096 457.63 40.37 131.00 0.013

young_hfgng 0.1 449.79 45.31 105.15 0.707 448.42 44.89 109.02 0.565

young_hfgng 0.5 450.77 44.72 103.91 0.500 449.62 40.74 107.45 0.704

young_hfgng 1.0 451.94 44.75 101.09 0.208 451.50 37.51 103.23 0.226

young_hfyn 0.1 493.66 50.92 116.16 0.032 487.17 51.93 126.49 0.009

young_hfyn 0.5 494.62 50.74 114.27 0.054 488.97 51.00 122.73 0.025

young_hfyn 1.0 495.77 50.10 111.55 0.083 493.08 49.40 114.69 0.170

young_lf 0.1 473.36 54.44 151.84 0.287 471.09 54.85 157.76 0.037

young_lf 0.5 474.18 55.22 148.96 0.207 474.72 51.93 148.93 0.117

young_lf 1.0 475.03 54.10 147.35 0.067 475.22 45.69 148.46 0.019

young_lfgng 0.1 473.36 54.44 151.84 0.290 471.09 54.85 157.76 0.054

young_lfgng 0.5 474.18 55.22 148.96 0.201 474.72 51.93 148.93 0.119

young_lfgng 1.0 475.03 54.10 147.35 0.068 475.22 45.69 148.46 0.021

young_lfyn 0.1 508.16 61.53 151.83 0.228 503.17 57.27 162.27 0.776

young_lfyn 0.5 508.79 62.11 148.82 0.306 506.82 56.33 153.58 0.713

young_lfyn 1.0 508.92 59.52 148.67 0.278 508.72 51.89 151.43 0.545

young_pseudo 0.1 555.42 63.03 161.81 0.951 555.36 60.57 162.27 0.858

young_pseudo 0.5 556.11 63.54 159.16 0.364 556.92 57.17 158.77 0.194

young_pseudo 1.0 557.18 62.50 157.25 0.096 559.57 54.06 153.59 0.021

young_yn 0.1 497.56 54.59 136.65 0.141 492.23 53.69 146.70 0.144

young_yn 0.5 498.05 54.18 135.23 0.374 495.25 52.33 139.85 0.605

young_yn 1.0 498.17 53.86 134.10 0.556 496.97 50.70 136.71 0.494

The column % indicates the amount of tail trimmed to the left and right of the data.
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Now, having the full picture, one can realize that some
values of p are indeed small, indicating that either the ex-
Gaussian distribution is not that good a model in order to
fit the empirical results, or there is still some systematic error
in the analysis of the experiments. Most of these empirical
datasets where one sees very low values of p are with elderly
people. These have the τ parameter much bigger than the σ

which indicates a very asymmetric distribution with a long
right tail. Indeed, a careful analysis of the histograms will show
that the tail in these empirical distributions seems to be cut
short at the extreme of the plots, so that the limit time in
the experiment should be bigger than 2,500 ms in order to
get the full distribution. One might argue that the trimming
actually was removing data, but most of the removed points
in the trimming of elderly data, was from the left tail and not
from the right. This issue will result in the wrong evaluation
of the KS statistics, since it assumes that one is dealing with
the full distribution. This kind of analysis might guide better
experimental designs.

6. OVERVIEW

The ex-Gaussian fit has turned into one of the preferable options
when dealing with positive skewed distributions. This technique
provides a good fit to multiple empirical data, such as reaction
times (a popular variable in Psychology due to its sensibility to
underlying cognitive processes). Thus, in this work we present
a python package for statistical analysis of data involving this
distribution.

This tool allows one to easily work with alternative strategies
(fitting procedures) to some traditional analysis like trimming.
This is an advantage given that an ex-Gaussian fit includes all data
while trimming may result in biased statistics because of the cuts.

Moreover, this tool is programmed as Python modules,
which allow the researcher to integrate them with any other
Python resource available. They are also open-source and free
software which allows one to develop new tools using these as
building blocks.

7. AVAILABILITY

ExGUtils may be downloaded from the Python Package index
(https://pypi.python.org/pypi/ExGUtils/3.0) for free along with
the source files and the manual with extended explanations on
the functions and examples.
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